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Supplementary Material

1. More Implementation Details
1.1. Preliminary of 3D Morphable Model

In our context, we mainly focus on the correlation between
the driving audio a and the face expressions, with a strong
commitment to preserving the identity and texture of the
source image I . Therefore, it is imperative to disentan-
gle these attributes from the image. Recent study [5] has
led to promising results in single image 3D model [2] re-
construction, effectively separating the shape, texture, and
lighting components of the input facial image. The decou-
pled shape can be further subdivided into expression coef-
ficients, β ∈ R64, which control facial dynamics, and pose
coefficients, ρ ∈ R6, which govern head movements. In-
spired by this, we extract (β, ρ) from the input images and
manipulate them to react to both audio input a and emotion
label e.

1.2. Data Pre-processing Details

In the training process of FCG, we sample each training
video at 25 fps, and re-crop the original videos to the res-
olution of 256 × 256 following [26]. We further leverage
a 3D model reconstruction method [5] to extract expression
coefficients and pose coefficients. Regarding the audio, we
follow [22] to preprocess all the audio data to a uniform
16kHz sampling rate and compute mel-spectrograms using
an FFT window size of 10 ms, a hop length of 200, and 80
Mel filter banks, resulting in a 16×80 mel-spectrogram fea-
ture for each frame. When pre-training the image encoder
Eh, codebook C and image decoder Dh, we observed that
they are sensitive to the quality of the training data and any
background noise present. Consequently, we crop the orig-
inal videos to the resolution of 512 × 512 and discard the
noised background following [16].

2. More Implementation Details
2.1. Network Structure Details

FCG. In Fig. 3, we present an in-depth examination of the
internal structures within the Flow-based Coefficient Gen-
erator (FCG), including the flow step fK , the audio encoder
Ea, and the emotion encoder Ee. A comprehensive expla-
nation of the flow step fK can be found in Sec. 3.2. The
Transformer F within the coupling layer consists of 2 iden-
tical layers, each comprising 2 blocks: a local self-attention
block with 8 heads, followed by a position-wise fully con-
nected block. The audio Encoder Ea takes the 16 × 18-
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Figure 1. Comparison results with SOTA methods that have not
released their codes and pretrained models.
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Figure 2. Visualization of latent space.

dimensional audio features as input and processes them
through convolutional neural networks (CNN) followed by
multi-layer perceptrons (MLP) to yield a 64-dimensional
audio feature fa. Meanwhile, the emotion encoder Ee is
constructed with a multi-layer perceptron that maps the 9-
dimensional emotion label e into a 32-dimensional emotion
feature fe.

VQIG. We borrow the image encoder Eh, codebook C
and image decoder Dh from VQGAN [6]. Please refer to
the original paper for a comprehensive understanding of the
network architecture. The warped image encoder Ew shares
the same structure with Eh, with the distinction that it un-
dergoes fine-tuning using the warped images generated by
the motion descriptors Φ and the warping network W [24].
The fuse network φ is composed of a 3-layer multi-layer
perceptron and combines zc and zW to form zf .
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Figure 3. Detailed architecture for different components in our FlowVQTalker.
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Figure 4. More results with various identities (including male, female, glass, paint) and various emotions (including angry, contempt,
disgusted, fear, happy, sad, surprised).

Emotional label. Following previous works [7, 14, 27,
31], we utilize 8 discrete emotion labels (i.e., happy, an-
gry, etc) annotated by MEAD dataset [31]. We further

employ a more fine-grained emotion label by extracting the
expression coefficients of emotion reference image using
3DMM only for emotion transfer. As observed and verified



Figure 5. Additional qualitative results, which are supplement to Fig. 4 of the main paper.

by [7, 20, 24, 42] is actually robust to identity, expression,
age and gender of input images, and thus [5] is competent
to extract the emotion label. Although the emotion has a
few levels in speaker, most of them can be grouped into 8
discrete labels described above. Therefore, when evaluating
emotion accuracy, we first generate an emotional video con-
ditioned on the input audio, image and emotion label (e.g.,
input emotion label: happy). Then we employ an emotion
classification network [21] to predict the emotion category
of the generated video. If the predicted emotion category
aligns with the input emotion label (e.g., predicted emotion:
happy; input emotion label: happy), we consider that we
generate a video with the correct emotion, and vice versa
(e.g., predicted emotion: sad; input emotion label: happy)
to calculate the emotion accuracy. As for the influence of
emotional audio on expression, we address the concern by
extracting acoustic features from audio and training our au-
dio encoder to prioritize content-related information over
emotion-related information.

2.2. Training and Evaluation Details

In the configuration of the flow-based coefficient generator,
we specify the following parameters: the number of flow
steps K is set to 16; the previous frame length τ , within
the context c, is fixed at 10; the value of ν in Eq. (9) is

chosen as 50; the dropout rate is established at 0.7. We
assign weights of 1 for Lexp in Eq. (10) and 1e-3 for Lcon
in Eq. (11). Furthermore, the FCG and VQIG models are
trained with learning rates of 1e-4 and 2e-4, respectively.
To avoid the impact of different face cropping methods on
the metrics [28], we employ face cropping and alignment
techniques [17] for calculating metrics such as: SSIM, FID,
M-LMD, F-LMD and CPBD. Additionally, we utilize the
cropping method in [44] for computing Syncconf.

3. More Experiment Results
3.1. Various identities with various expressions

Fig. 4 showcases additional results featuring a diverse range
of identities and expressions. Our method exhibits robust-
ness across a spectrum of identities, encompassing male and
female, individuals wearing glasses and paints.

3.2. More Comparison Results

Additional Comparison Results with SOTAs. Apart
from the state-of-the-art (SOTA) methods discussed in the
main paper, we extend our comparative analysis to in-
clude both emotion-agnostic talking face generation meth-
ods: MakeItTalk [47], Audio2Head [34], AVCT [35], and
SadTalker [42], as well as emotional talking face generation



Method
MEAD [31] HDTF [43]

SSIM↑ FID↓ M-LMD↓ / F-LMD↓ Syncconf ↑ CPBD↑ Accemo ↑ SSIM↑ FID↓ M-LMD↓ / F-LMD↓ Syncconf ↑ CPBD↑

MakeItTalk [48] 0.634 25.618 2.504 / 2.342 4.835 0.112 17.62% 0.707 16.582 2.264 / 2.053 4.546 0.137
Audio2Head [34] 0.620 28.700 2.477 / 2.497 5.575 0.123 15.87% 0.706 17.312 1.766 / 2.075 5.071 0.137
AVCT [35] 0.612 21.341 2.664 / 2.857 5.075 0.136 14.63% 0.665 17.805 2.152 / 2.372 5.346 0.134
SadTalker [42] 0.631 20.444 2.143 / 2.322 5.726 0.148 14.58% 0.720 13.182 1.716 / 1.815 7.368 0.150
StyleTalk [20] 0.758 21.950 2.188 / 2.126 2.946 0.139 67.35% 0.690 15.646 2.102 / 2.096 2.418 0.166

FlowVQTalker 0.689 16.553 1.939 / 2.061 5.901 0.181 71.53% 0.708 15.165 1.643 / 1.958 6.766 0.268

GT 1.000 0.000 0.000 / 0.000 6.733 0.161 81.68% 1.000 0.000 0.000 / 0.000 7.728 0.238

Table 1. Quantitative comparisons with state-of-the-art methods. We test each method on MEAD and HDTF datasets, and the best scores
in each metric are highlighted in bold. The signages ” ↑ ” and ” ↓ ” indicate higher and lower metric values for better results, respectively.
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Figure 6. Our results with diverse and synchronous facial dy-
namic, including expressions, blinks, poses even in the case of
identical inputs.
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Figure 7. Emotion transfer results. Given a source image and an
emotion reference, our method is capable of achieving emotion
transfer.

methods: StyleTalk [20]. The comprehensive qualitative
and quantitative results can be found in Fig. 5 and Tab. 1,
serving as a supplement to the previously presented data in
Fig. 4 and Tab. 1 of the main paper. Furthermore, Fig. 1
provides a comparison with SOTA methods that have not
made their code and pretrained models publicly available:
GC-AVT [18], EVP [14], and ECG [27]. Our approach
outperforms these methods, demonstrating superior lip-
synchronization, expressive facial emotion dynamics, and
high-definition textures. Moreover, we perform an compari-

Metric/Method MakeItTalk Audio2Head AVCT SadTalker Ours GT

Diversity ↑ 0.616 1.410 2.247 1.527 1.911 1.846
CCA ↑ 0.739 0.771 0.793 0.775 0.801 -

Table 2. Quantitative comparison for poses. Diversity is calcu-
lated using the standard deviation of the 6-D pose and CCA [11]
evaluates the correlation between generated poses and GT.

Method/Score SSIM ↑ FID ↓ M-LMD ↓ F-LMD ↓ Syncconf ↑ CPBD ↑
w/o data dropout 0.682 21.374 2.446 2.513 3.447 0.168

Baseline 0.652 41.493 2.098 2.165 5.147 0.133
B+W 0.675 27.431 2.059 2.253 5.575 0.147
B+W+φ 0.672 20.232 2.084 2.355 5.837 0.146
B+W+φ+M 0.680 20.936 2.014 2.101 5.947 0.155

Full Model 0.689 16.553 1.939 2.061 5.901 0.181

Table 3. Results for ablation study on MEAD dataset.

son with EmoGen [8] displayed in Fig. 11. Our method gen-
erates more realistic expressions with higher image quality,
whereas EmoGen exhibits severe identity loss and promi-
nent boundaries (highlighted by red box).

Latent Space Comparison. We conduct a comparison
with StyleTalk [20] and PD-FGC [30], both of which delve
into the exploration of latent space for emotions. In Fig. 2,
we visualize the latent space using t-distributed stochastic
neighbor embedding (t-SNE) [29]. Notably, our method
demonstrates superior clustering in the latent space com-
pared to the comparison methods [20, 30].

3.3. Ablation Study

Ablation on FCG. Thanks to the random sampling ca-
pability of our proposed flow-based coefficient genera-
tor, we can generate multiple talking face videos even
when the input remains consistent. Fig. 6 demonstrates
two examples featuring diverse facial emotion dynam-
ics, encompassing different expressions, blinks, and head
poses. Notably, ”happy#1”-”happy#5” and ”contempt#1”-
”contempt#5”, even though they express the same emo-
tion, are different in the speaking style, emotion inten-
sity, facial details (such as eye width and mouth corner
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Figure 8. Comparison with SOTA face restoration methods.
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Figure 9. Comparison with SOTA face reenactment methods.

angle), and more. Furthermore, given the bijective nature
of our proposed FCG, we support emotion transfer by pro-
viding an emotion reference. As depicted in Fig. 7, our
FlowVQTalker adeptly replicates the expression of a spec-
ified reference and generates synchronized mouth shapes
corresponding to the audio.

Fig. 5 of the main paper and Fig. 6 provide visual-
izations of a wide range of head poses generated by our
PoseFlow model. To facilitate a more intuitive quantita-

tive comparison, we compute the standard deviation of the
6-dimensional head pose parameters to gauge the diver-
sity of the generated head motions. Additionally, we em-
ploy Canonical Correlation Analysis (CCA) [11] to assess
the correlation between the generated poses and the ground
truth. The results presented in Tab. 2 demonstrate the su-
perior performance of our method in terms of diversity and
similarity.
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Figure 10. Trade-off between fidelity (SSIM) and quality(CPBD).
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Ablation on VQIG. We remove ADAIN and the corre-
sponding coefficient input from VQIG to further assess its
contribution. We observe that Iw has obvious artifacts, in-
adequate movement and inaccurate expression. Since w/o
ADAIN only takes Iw as input and no additional motion
descriptor, it can only rectify the artifacts. Subsequently,
we further offer coefficients via ADAIN at both feature
and image levels, leading to enhanced facial expressiveness.
Consequently, the fine-tuning network can be viewed as a
combination of a super-resolution network and a motion-
complementary network.

In addition to qualitative results presented in Fig. 7 of
the main paper, we provide quantitative results in Tab. 3,
confirming the effectiveness of each module within the
ExpFlow and VQIG. Additionally, we attempt SOTA face
restoration methods (i.e., GFPGAN [38], VQFR [9], Code-
Former [45], RestoreFormer [40]), to complement high-
quality details lost in the warped image Iw. We consider
the following variants: (1) Only W : Utilizing only W to
obtain the final results. (2) W+GFPGAN: Employing GFP-
GAN to enhance the quality of results generated in (1). (3)
W+VQFR. (3) W+CodeFormer. (3) W+RestoreFormer.
As demonstrated in Fig. 8, our FlowVQTalker stands out
as the sole method capable of generating expressive facial
expressions with the desired emotion while preserving the
identity and texture of the source image.

By extracting the coefficients of a given driving video,
our VQIG enables practical face reenactment. In this

context, we conduct a comparison with state-of-the-art
face reenactment methods, which include PIRenderer [24],
OSFV [36], DaGAN [13], MCNET [12], StyleHEAT [41],
and VPGC [33], where StyleHEAT and VPGC are capa-
ble of generating high-resolution results, and VPGC is a
person-specific model. Given that the compared methods
are not specifically trained on emotional datasets, we con-
duct comparisons using videos with and without emotion,
the results of which are presented in Fig. 9. Our method ex-
cels in generating emotion-aware textures and delivers the
best performance in terms of face reenactment.

While the fuse network φ and MHCA [40] are designed
to preserve the identity information of the source image,
there is often a trade-off between quality and fidelity [45],
both of which are vital aspects of talking face generation.
To this end, we enable a user-friendly control of the trade-
off by introducing the controllable feature transformation
(CFT) module using w as inspired by [45]. The results, de-
picted in Fig. 10, illustrate that a higher value of w results in
higher fidelity (SSIM) but lower quality (CPBD), and vice
versa. Furthermore, we conduct a comparison experiment
with SOTA methods in terms of identity preservation abil-
ity. To this end, we introduce cosine similarities (CSIM)
of the identity features extracted by a face recognition net-
work Fr [4] as a quantitative metric. The results are re-
ported in Tab. 4. Remarkably, only two emotion-agnostic
methods (i.e., MakeItTalk and Wav2Lip) outperform our
FlowVQTalker and we regard it as reasonable. One the
one hand, Wav2Lip excels by exclusively modifying the
mouth regions while leaving other facial components un-
changed, thereby achieving the highest CSIM score. On
the other hand, there exists an empirical trade-off between
emotional expressions and identity preservation. Various
expressions significantly impact the extraction of identity
features by Fr, leading to a reduction in CSIM. It is note-
worthy that, within the context of generating emotionally
expressive talking faces, our FlowVQTalker outperforms all
alternative methods.



MakeItTalk [48] Wav2Lip [22] Audio2Head [34] PC-AVS [44] EAMM [15] StyleTalk [20] PD-FGC [30] EAT [7] FlowVQTalker

0.791 0.856 0.664 0.636 0.473 0.754 0.469 0.753 0.768

Table 4. Comparison of identity preservation using CSIM.

3.4. User Study Setting

In order to avoid excessively long testing times that could
impact the participants’ judgment, we opt to select only
two state-of-the-art emotion-agnostic and emotional meth-
ods for comparison in each category, rather than evaluating
all 14 methods (comprising 7 emotion-agnostic methods, 6
emotional methods, and ground truth), which would entail
the generation of 280 videos (14 methods x 20 samples) and
consume a significant amount of time.

4. Discussion
4.1. Limitation and Future Work

Despite achieving satisfactory performance, our method
still has the following limitations. Firstly, the codebook C in
our VQIG is trained on cropped faces without background
information, which means that the backgrounds in the re-
sults can only maintain the same level of sharpness as the
input image. Similar to approaches like VPNQ [32] and
VPGC [33], retraining the codebook using a large, high-
quality face dataset with background information could ad-
dress this limitation. However, this process demands sig-
nificantly more computational resources, is prone to unsta-
ble training, and can be challenging to converge. Alter-
natively, for simplicity, a background enhancement tech-
nique [37, 39] can be applied to enhance the background
of the input image, resulting in high-definition (HD) out-
puts. Secondly, FlowVQTalker does not currently sup-
port text-driven emotion generation. In future work, we
plan to explore the integration of large language models,
such as CLIP [23], to extract features from text and in-
corporate them into the context, potentially enabling zero-
shot emotion editing [7, 19]. Furthermore, the challenge
of interpolating emotions, like sad to happy, arises due
to the strong dependence of the generated expressions on
the sampled codes from the modeled distribution and the
invertible mapping of the ExpFlow, as the interpolated
codes are not within the modeled distribution and cannot
be mapped in an invertible manner to achieve the desired
results. Thirdly, FlowVQTalker faces challenges in gen-
erating real-time talking-head videos. On the one hand,
the inherent limitations of normalizing flow [25], which in-
volves generating each frame of motion and requires mul-
tiple flow steps, can impede inference efficiency. On the
other hand, VQIG generates higher-resolution (512 × 512)
and higher-quality images compared to previous methods
(typically 224× 224 or 256× 256), leading to increased in-

ference time. Lastly, when faced with distorted face images
from which coefficients cannot be extracted, mode collapse
occurs, as is a common issue with 3DMM-based methods.

4.2. Ethical considerations.

Our approach is designed to create emotionally expressive
talking avatars with a high degree of realism. While this
technology offers significant advantages for avatar-related
research and enhances various aspects of people’s leisure
activities, such as video conferencing and virtual reality, it
also carries the risk of potential misuse, which could have
adverse societal consequences. In light of this, we recom-
mend attaching a watermark to the generated video, allow-
ing users to readily differentiate them. Concurrently, we
are open to collaborating with deepfake detection research
efforts [1, 3, 10, 46], offering our generated videos to bol-
ster their performance and mitigate any potential negative
repercussions.
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