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1. Additional Method Detail
1.1. Attention Matrix

Here, we further formulate the elij of Equation (6) in the
manuscript as,
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where H l
i is the i-th instance features in l-the region H l.

With EPEG, the R-MSA can be further represented as,
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where the projections WQ, WK , WV , and WO are param-
eter matrices sharing across the regions. The Nhead denotes
the number of heads.

1.2. Pseudocodes of CR-MSA

Algorithm 1 gives the details about CR-MSA.

2. Dataset Description
CAMELYON-16 [1] is a WSI dataset proposed for metas-
tasis diagnosis in breast cancer. The dataset contains a total
of 400 WSIs, which are officially split into 270 for train-
ing and 130 1 for testing, and the testing sample ratio is
13/40≈1/3. Following [2, 10, 14], we adopt 3-times three-
fold cross-validation on this dataset to ensure that each slide
is used in training and testing, which can alleviate the im-
pact of data split and random seed on the model evalua-
tion. Each fold has approximately 133 slides. Although
CAMELYON-16 provides pixel-level annotations of tumor
regions, for weakly supervised learning, we only utilize
slide-level annotations.
TCGA NSCLC includes two sub-type of cancers, Lung
Adenocarcinoma (LUAD) and Lung Squamous Cell Car-
cinoma (LUSC). There are diagnostic slides, LUAD with
541 slides from 478 cases, and LUSC with 512 slides from
478 cases. There are only slide-level labels available for
this dataset. Compared to CAMELYON-16, tumor regions
in tumor slides are significantly larger in this dataset.

1Two slides in the test set are officially considered to be mislabeled, so
they are not included in the experiment.

TCGA-BRCA includes two sub-types of cancers, Inva-
sive Ductal Carcinoma (IDC) and Invasive Lobular Carci-
noma (ILC). There are 779 IDC slides and 198 ILC slides.
TCGA-BLCA contains 376 cases of Bladder Urothelial
Carcinoma.

Following prior works [10, 11, 13], we crop each WSI
into a series of 256 × 256 non-overlapping patches at 20X
magnification. The background region, including holes, is
discarded as in CLAM [10].

3. Implementation Details

Following [10, 11, 13], we use the ResNet-50 model [5]
pretrained with ImageNet [3] as the backbone network to
extract an initial feature vector from each patch, which has
a dimension of 1024. The last convolutional module of the
ResNet-50 is removed, and a global average pooling is ap-
plied to the final feature maps to generate the initial feature
vector. The initial feature vector is then reduced to a 512-
dimensional feature vector by one fully-connected layer. As
for PLIP [6] features, we also use a fully-connected layer
to map 512-dimensional features to 512 dimensions. The
head number of R-MSA is 8. An Adam optimizer [7] with
learning rate of 2 × 10−4 and weight decay of 1 × 10−5 is
used for the model training. The Cosine strategy is adopted
to adjust the learning rate. All the models are trained for
200 epochs with an early-stopping strategy. The patience
of CAMELYON-16 and TCGA are 30 and 20, respectively.
We do not use any trick to improve the model performance,
such as gradient cropping or gradient accumulation. The
batch size is set to 1. All the experiments are conducted
with NVIDIA GPUs. Section 7 gives all codes and weights
of the pre-trained PLIP model.

4. Additional Quantitative Experiments

4.1. More on Foundation Model Features

In this section, we evaluate the improvement of R2T on
foundation model features with more MIL models. Fig-
ure 1 shows the advantage of R2T by online fine-tuning,
which can further enhance the discriminability of founda-
tion model features on multiple tasks and models. Surpris-
ingly, we find that this improvement does not decrease with
more advanced MIL models, such as R2T+CLAM often
outperforms R2T+ABMIL.



Algorithm 1: PyTorch-style pseudocode for CR-MSA
# x: input instance features
# phi: learnable parameters Φ ∈ Rc×k

# msa: native MSA function

# initialize
r, p, c = x.shape
logits = einsum("r p c, c k -> r p k", x, phi).transpose(1,2)
# compute softmax weights
combine weights = logits.softmax(dim=-1)
dispatch weights = logits.softmax(dim=1)
# compute minmax weights
logits min, = logits.min(dim=-1)
logits max, = logits.max(dim=-1)
dispatch weights mm = (logits - logits min) / (logits max - logits min + 1e-8)
# get representative features of each region
x region = einsum("r p c, r k p -> r k p c", x,combine weights).sum(dim=-2)
# perform native msa
z = msa(x region)
# distribution of representative features
z = einsum("r k c, r k p -> r k p c", z, dispatch weights mm)
# combination k of Φ
z = einsum("r k p c, r k p -> r k p c", z, dispatch weights).sum(dim=1)
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Figure 1. Performance improvement by adding R2T on different
offline features.

4.2. More on EPEG

Different Convolution Kernel. Here, we discuss the im-
pact of different convolution kernels on EPEG. The k is the
optimal kernel size, and the upper part of Figure 5 discusses

more on different datasets. First, we find that most 1-D con-
volutional kernels enhance the re-embedding ability of local
Transformers. Second, larger convolution kernels typically
perform worse. We attribute this to the excessive parame-
ters that tend to overfit on a limited number of slides.

Type Kernel C16 NSCLC LUAD

w/o none 96.82 96.01 65.45
2-D 3×3 96.73 95.93 66.70
2-D 7×7 96.60 95.71 64.59
1-D k×1 97.32 96.40 67.19

Different Embedded Position. Here, we discuss another
variant of EPEG. We place the convolution module after
the “value” matrix instead of the default “attn” matrix. Fig-
ure 3 shows the specific structures of the two variants. The
results in Table 1 demonstrate the feasibility of the “value”
variant, but its performance is significantly lower than the
original version, especially on the more challenging C16
dataset. We note this is because the original version can in-
corporate positional information into the core attention ma-
trix to model positional information more directly.

Type Kernel C16 NSCLC LUAD

w/o none 96.82 96.01 65.45
value 3×3 96.78 96.07 64.47
value k×1 96.90 96.10 65.76
attn k×1 97.32 96.40 67.19

Table 1. Comparison results of variants of EPEG.
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Figure 2. The performances under different region partition strategies on two datasets.
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Figure 3. Illustration of variants of EPEG. The left one is the de-
fault.

4.3. Region Partition Strategy

Here, we systematically investigate the impacts of different
region partition strategies in our method. Figure 2 reports
the computational pathology performances of our method
with different region partition settings. From observations,
we find that the 2-D region partition fashion is superior to
the 1-D ones because it preserves more original image struc-
ture information. Another phenomenon is that employing
a too-small or too-large region will degenerate the perfor-
mances. We attribute this to the fact that the small region
sharply reduces the module receptive field, while the large
region damages the diversity of the re-embedded features.
Therefore, a moderate region is optimal for R-MSA. Fur-
thermore, even with a larger number of region partitions
(e.g., 512 or 32×32), the proposed model still maintains
a high level of performance. This reflects that our model
can achieve a good trade-off between performance and effi-
ciency (more regions resulting in lower spatial and temporal
costs). These findings demonstrate the good scalability of
our model to the datasets that have longer input sequences.

4.4. More Parameters are not Always Better

Generally, a Transformer is a multi-layer structure that
stacks several blocks with the same structure [4, 8, 9, 12].
However, due to the task specificity, R2T only contains a
few blocks. Here, we systematically investigate the impact
of different numbers of layers and different blocks on the
performance and computational cost of R2T. First, Figure 4
shows two different blocks: (a) is used by default in R2T;
(b) introduces a feed-forward network (FFN), which plays
an indispensable role in Transformer for NLP or natural im-
age computer vision tasks. From Table 2, we can find that
FFN introduces a large number of parameters and compu-
tation, but the more expensive computation cost does not
bring performance improvement.

Moreover, we can summarize that: 1) Transformer-
based methods, represented by TransMIL, bring better long-
sequence modeling ability, but also introduce several times
more parameters. R2T-MIL, as one of them, has equal
or less parameter size compared to TransMIL and bet-
ter performance. 2) As Transformer-based methods, Re-
embedding paradigm and R2T have Higher parameter effi-
ciency. “+N-MSA” has the same model structure as Trans-
MIL (N-MSA×2), but thanks to the Re-embedding, it can
achieve higher performance with lower cost. Moreover,
R2T (w/o CR-MSA) leverages a more excellent design to
further improve performance and training time. This in-
dicates that R2T-MIL has a good parameter compression
space, and can achieve significant improvement with 2× pa-
rameters compared to DTFD, reaching the level of the foun-
dation model. 3) In computational pathology, limited by
the number of slides, the models face the problem of over-
fitting[13], and higher parameter size does not imply better
performance. Not only does TransMIL perform poorly on
some tasks, we also add FFN and increase the number of
layers on the R2T-MIL to increase the parameters of R2T-
MIL (+7.35M), but the performance drops significantly (-
4.12% on LUAD).



PretrainingData↓ Para.+offline ↓ TrainTime↓ Memo.↓ FPS↑ C16↑ NSCLC↑ LUAD↑

ABMIL ImageNet-1K 0.65M+26M 3.1s 2.3G 1250 94.54 95.28 58.78
ABMIL+PLIP [11] OpenPath-200K 0.65M+151M 1.7s 2.2G 2273 97.30 95.68 62.09
DTFD [41] ImageNet-1K 0.79M+26M 5.1s 2.1G 325 95.15 95.55 59.48
TransMIL [22] ImageNet-1K 2.67M+26M 13.2s 10.6G 76 93.51 94.97 64.11

Re-embedding
ABMIL+N-MSA [36] ImageNet-1K 1.64M+26M 7.7s 7.2G 158 96.20 95.51 63.99
R2T-MIL(w/o CR-MSA) ImageNet-1K 1.64M+26M 6.1s 10.0G 272 96.89 96.24 63.03
R2T-MIL ImageNet-1K 2.70M+26M 6.5s 10.1G 236 97.32 96.40 67.19
R2T-MIL [w/ FFN]x2 ImageNet-1K 6.90M+26M 9.9s 12.0G 114 96.23 95.58 64.89
R2T-MIL [w/ FFN]x3 ImageNet-1K 10.05M+26M 14.4s 16.3G 71 96.57 95.70 63.07

Table 2. More about the efficiency analysis of R2T. FFN denotes the feed-forward network. We use subscripts to indicate the number
of layers. It is worth noting that the feature dimensions of the remaining terms except PLIP features are 1024, while PLIP is 512, which
explains its rise in efficiency compared to ABMIL. Other than that, the PLIP feature does not have any computational cost impact on the
original method.

…

LN

R-MSA

…

…

LN

R-MSA

…

LN

MLP

(a) w/o FFN (b) w/ FFN

Figure 4. Illustration of different blocks of R2T. The (a) is the
default.

4.5. More on Local Transformer

Table 3 further explores the impact of local Transformer on
computational pathology performance. We set a threshold
and perform global MSA computation instead of regional
MSA for bags with instance numbers less than that thresh-
old. First, we can find that more use of global MSA leads
to worse performance on both datasets. The characteris-
tic of small tumor areas on the C16 dataset exacerbates the
performance degradation caused by global MSA. In addi-
tion, this strategy introduces extra hyperparameters, reduc-
ing the generalization ability of the model. Overall, our ex-
periments prove that local Transformers can better adapt to
the inherent characteristics of WSI such as huge size and
small tumor areas than traditional global Transformers.

case C16 NSCLC LUAD

≤0 97.32 96.40 67.19
≤500 96.99 (-0.33) 96.23 (-0.17) 62.35 (-4.84)
≤1000 97.21 (-0.11) 95.98 (-0.42) 62.15 (-5.04)

Table 3. Comparison results between global MSA and local MSA.
We perform global MSA computation instead of regional MSA for
bags with instance numbers less than the threshold.

4.6. Discussion of Hyper-parameter in CR-MSA

The bottom part of Figure 5 shows the results. We can find
that R2T is not sensitive to this parameter, and different val-
ues can achieve high-level performance. In addition, differ-
ent offline features show similar consistency. This reflects
the generality of the preset optimal parameter in different
scenarios.

5. Additional Visualization
Figure 6 presents more comprehensive feature visualiza-
tions, including cases where the original features have high
and extremely low discriminativeness. We use the atten-
tion score after softmax normalization to label instances for
demonstrating the updated features. Moreover, when the
tumor prediction confidence is too low, we assume that the
attention score cannot directly indicate the instance tumor
probability. In this case, we still use original instance labels
to colorize the visualization.

From Figure 6, we can draw the following conclusions:
1) Although the final MIL model can correctly classify the
slide with high discriminator original features, the feature
visualization after linear projection (row 1) is still unsatis-
factory (high coupling and unclear cohesion). 2) Features



with low discriminativeness (rows 2 and 3) impair the judg-
ment of the MIL model, and the re-embedding module can
effectively enhance feature discriminativeness. 3) In fea-
tures re-embedded by global MSA, the distribution area of
tumor instances is linearly correlated with the final tumor
prediction score. The larger the distribution area of tumor
instances, usually higher its tumor prediction score. How-
ever, too many instance numbers and an extremely low tu-
mor instance ratio make it difficult for the module to re-
embed all instances as tumor instances, which ultimately
affects the performance of the MIL model. We attribute
this to a lack of diversity in features re-embedded by global
MSA. 4) In contrast, regional MSA addresses this problem
well. Because features among different regions are distinct
from each other, even if the proportion of re-embedded tu-
mor instances is still low, their discriminativeness is very
high (high cohesion and low coupling), which is more fa-
vorable for the classification of the final MIL model.

6. Limitation
Although the Transformer-based re-embedding module can
effectively improve the discriminativeness of instance fea-
tures and facilitate classification, we find that the re-
embedded features lose their original label information due
to the self-attention update of the original features. For ex-
ample, an original non-tumor patch may be re-embedded
as a tumor patch to benefit slide classification. This char-
acteristic of the re-embedding module prevents it from ac-
curately performing weakly supervised localization or seg-
mentation of tumor areas through the final aggregation
module. However, the outstanding weakly supervised lo-
calization and segmentation capability is one of the features
of attention-based MIL models. Therefore, how to use the
re-embedding module to improve detection or segmentation
performance is our future work.

7. Code and Data Availability
The source code of our project will be uploaded
at https://github.com/DearCaat/RRT-MIL.

CAMELYON-16 dataset can be found
at https://camelyon16.grand-challenge.org.

All TCGA datasets can be found
at https://portal.gdc.cancer.gov.

The script of slide pre-processing and patching can be
found at https://github.com/mahmoodlab/CLAM.

The code and weights of PLIP can be found
at https://github.com/PathologyFoundation/plip.
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Figure 5. Discussion of important hyper-parameters.
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Figure 6. More comparison of t-SNE visualization of instance features. Best viewed in scale.
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