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7. Pseudo-code D-ULD++ Method MAFL AFLW CatHeads LS3D
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The architecture for D-ULD++ is shown in Fig. 2 main Awan [2] 237 177 204 323
manuscript. The input to the architecture is an image x;. D-ULD++ (Ours) 1.56 0.87 178 1.98

The aggregator network W; branches into the descriptor
head and the detector head with the VAE auto-encoder ap-
pended to it. The output of the descriptor head is given by
the following sequence of operations F/ = W (W, (x;)).
The operations for the modified detector head is given by
L = U (Pa(T(x;)))-

The following contrastive loss is minimized for the de-
scriptor head.
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Descriptors with the same labels cg = ¢/, are pushed to-

gether, whereas those with different are minimized unless
separated by a margin m.

Likewise for the detector head, we minimize the follow-
ing loss:

Lo(Pj:050) = uy=u,lle; — 0jll+
l[ujgéuj//]max(ov m — H(p] - (Pj//”) (5)

Equation (5) pushes latent codes with the same labels
together, i.e. u; = u;.

The pseudo-code for D-ULD++ is described in Algo-
rithm 2.

8. Consistency Analysis

We perform consistency analysis to evaluate whether the
detected landmarks are consistent or not [42]. The
consistency of detected landmarks is defined as, ey =
W a(Wy(A(x;))) — A(Wa(@y(x;))]]), where A is a ran-
dom similarity transformation. ¥, and ¥, are the descrip-
tor head and aggregator network respectively.

We report consistency errors, averaged over K = 10
landmarks, in Table 4. Our method produces more con-
sistent landmarks than the competing approaches on all
datasets.

9. Additional CED Curves

Figure 9 shows the cumulative error curves (CED) curves
for CatHeads and AFLW datasets. In concurrence with the

Table 4. Our method (D-ULD++) produces more consistent land-
marks than the competing methods across all datasets.

CED curves from the main manuscript, our method shows
significantly lower base error and a more gradual degreda-
tion in performance.

10. Qualitative Results

We show additional qualitative results for LS3D (Fig-
ure 12), CatHeads (Figure 11) and AFLW (Figure 10) com-
paring 3 methods, Jakab, Mallis and D-ULD++. Jakab [17]
generally learns landmarks with poor localization, occa-
sionally not even lying in the image ROI. Mallis [32] per-
forms much better localizing most landmarks well, but a
few landmarks are still in smooth regions that lack distinc-
tive edges and are thus poorly localized. Finally, D-ULD++
is reliably able to localize landmarks that are lying in image
regions with distinctive edges.
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Figure 9. Cumulative Error Distribution (CED) Curves of forward
and backward NME for CatHeads and AFLW.



Algorithm 1 Update-Dataset X
Input: X = {x; | j € images}

1. {pz , fij }ien, = Extract keypoints and descriptors from W(x;) > Keypoints and descriptors are extracted for each image x;
2. X = {x;,{p!, £/, ¢}, > Update X’ with keypoints, descriptors and cluster pseudo-labels.{p?, £/, cZ}ieNj.
3., = TE(W (T (x;))) > Extract the latent codes for each image x;;.
4.1; = KMeans({p; })

> Compute pose latent-code cluster labels ;.
Output: X = {x;,{p],f/,c/},1;,u;}.

Algorithm 2 Pseudo-Code D-ULD++

X =Update-Dataset(X)
Main Training Loop
for epoch=1 — Ng do > Epoch loop.
fori =1— N;; do > Iterate for IV;; iterations.
{xj,{p].f},c]},1;,,} = GetBatch(x;)
Update the network ¥, WE"¢ with the gradients of L ; and L.
end for

5. Re-populate X by redoing steps 1 to 4. X = {x;, {p{, £/, cg}, lj,u;}
end for

> X is updated. X = {x;, {pg,fij,cg},lj,uj}.
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Figure 10. Results Comparison on AFLW for Jakab, Mallis and D-ULD++.
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Figure 11. Results Comparison on CatHeads for Jakab, Mallis and D-ULD++.
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Figure 12. Results Comparison on LS3D for Jakab, Mallis and D-ULD++.
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