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Table 1. Results with different CLIP encoders.

Method Encoder Size Full Rare Non-rare

ADA-CM [1] B 33.80 31.72 34.42
BCOM (Ours) B 36.04 34.96 36.36

ADA-CM [1] L 38.40 37.52 38.66
BCOM (Ours) L 39.34 39.90 39.17

Table 2. Results with ResNet-101 as backbone.

Method Full Rare Non-rare

UPT [6] 32.31 28.55 33.44
SDT [5] 32.97 28.49 34.31
GEN-VLKT [2] 34.63 30.04 36.01
ViPLO [3] 37.22 35.45 37.75

BCOM (Ours) 39.52 42.26 38.71

1. More Experimental Results

Results with Different CLIP Encoders. Following [1],
our work adopts CLIP-L [4] as the visual encoder for ex-
tracting semantic features. In fact, there are CLIP of dif-
ferent sizes, we thus provide a comparison with different
CLIP encoders in Table 1. The results show that our method
is consistently better than the baseline [1]. This indicates
the necessity of adapting spatial features, although the per-
formance gap is narrowed when shifting the CLIP encoder
from Base (B) to Large (L) size.

Results with Different Backbones. Besides using ResNet-
50 as the detector backbone, Previous work also utilizes
ResNet-101 as one important backbone for the detector. We
provide the performance comparison in Table 2. The results
show that our BCOM still achieves superior performance
with a stronger backbone.

(a)

(b)

CCM for Far-apart Human-Objects. We visualized the
attention in the proposed Conditional Contextual Mining
(CCM) Module of two examples when a human and an
object are far apart in the figure above. For the people
flying kites, our method can roughly attend to the
most informative context (i.e., arm and head) in (a). How-
ever, the attention mechanism does not focus on the most
informative human parts in (b). This may be due to 1) the
person and object are too far away and their interaction clue
is very difficult to identify. 2) the person and object are too
small in the image and their ROI feature is less informative.

2. Structure of the Adapters
Structure of Spatial Adapter. The spatial adapter that is
appended to each block of the detector backbone is two lin-
ear layers with ReLU activation in between. The dimension
of the middle representation is one-fourth of the feature di-
mension dim. The pseudo-code is as follows:

class SpatialAdapter(nn.Module):
def __init__(self, in_dim, out_dim):

self.adapter = nn.Sequential(
nn.Linear(in_dim, in_dim // 4),
nn.ReLU(),
nn.Linear(in_dim // 4, out_dim)

)

def forward(self, x):
return self.adapter(x)

Structure of Semantic Adapter. The semantic adapter
follows the structure of [1], where a Transformer Decoder
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Figure 1. The Conditional Contextual Mining (CCM) module. We
use the pooled feature of Rj as a query and obtain the most infor-
mative feature in Ri via multi-head attention.

Layer is adopted. The instance information including the
bounding box and confidence score are taken as the keys
and values, while the visual features are used as queries.
Structure of CCM. For better understanding, we visual-
ize the architecture of our proposed Conditional Contextual
Mining (CCM) module in Figure 1.
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