CrossKD: Cross-Head Knowledge Distillation for Dense Object Detection
Supplementary Material

1. Details of Distillation Losses

According to the task of detection heads, i.e., classification,
and regression, we apply different distance functions Dpeq
to transfer task-specific information in different branches.
In this section, we introduce the details of distance functions
Dpred applied in CrossKD.

Regression Branch. There are mainly two types of regres-
sion branches that existed in dense detectors. The first re-
gression branch directly regresses the bounding boxes from
the anchor boxes (e.g., RetinaNet [5], ATSS [10]) or points
(e.g., FCOS [8]). In this case, we directly use GIoU [7] as
Dpred, Which is defined as:

_BnB| _[C\(BUB))|

Dpred(B>B/) - |BUB" |C| )

ey

where B and B’ represent the predicted and ground-truth
bounding boxes and C is the smallest enclosing convex ob-
ject for B and B'.

In the other situation, the regression branch predicts a
vector to represent the distribution of box location (e.g.,
GFL [4]), which contains richer information than the Dirac
distribution of the bounding box representation. To effi-
ciently distill the knowledge of location distribution, we
employ the same Dpreq like LD [11], which is defined as:

Dpred(ﬂp/) = KL(s(p/7), S(pl/T))a 2

where KL means KL divergence, s(-) indicates the Softmax
function, and 7 is a factor to smooth the distribution.

Classification Branch. Distillation in the classification
branch severely suffers from the imbalance of the fore-
ground and background instances problem. To avoid train-
ing crash, previous prediction mimicking methods usually
design complicated region selection principle to choose ef-
fective areas. In contrast, without selecting effective re-
gions, we regard the classification scores predicted by the
teacher as the soft labels and directly use Quality Focal Loss
(QFL) proposed in GFL [4] to pull close the teacher-student
distance. We define Dpreq in the classification branch as:

Dyrea(p, ') = (lo(p) —o(p')])” -BCE(a(p), o (p')), (3)

Loss Region AP APso AP7s APs APy APp

- - 358 53.1 382 189 389 479
BCE P 363 538 391 191 39.6 483
BCE N 362 535 389 193 40.0 482
BCE P+N 369 543 395 20.0 407 484
QFL P+N 387 563 41.6 21.1 422 515

Table 1. Effectiveness of different distillation losses in classifica-
tion branch. ‘BCE’ and ‘QFL’ means the binary cross entropy loss
and quality focal loss, respectively. ‘P’ and ‘N’ refer to the pos-
itive and negative regions. The teacher-student pair is GFL with
ResNet-50 and ResNet-18 backbones.

where o denotes the sigmoid function and BCE indicates
binary cross entropy. (|o(p) — o(p’)|)” serves as a mod-
ulating factor added to the cross entropy function, with a
tunable focusing parameter v > 0. Here, y is set as 1 in all
experiments, which we find is the optimum.

We also compare the performance of QFL with the
widely used BCE loss. As shown in Tab. 1, The BCE loss
can receive 36.3 and 36.2 AP when separately applied on
the positive and negative regions. When we perform distil-
lation on both positive and negative regions, BCE loss can
only achieve 36.9 AP, far below 38.7 AP of QFL, which
demonstrates the effectiveness of the current distillation
losses.

2. The Generalization Ability of CrossKD

CrossKD is adaptable for any detector distillation since the
target conflict is a common problem of object detection dis-
tillation due to imperfect teacher predictions. To demon-
strate the generalization, we apply CrossKD on detectors
with various types of backbones and structures.

The results of our CrossKD on a series of lightweight
students distilled with GFL with ResNet-18, ResNet-34,
and ResNet-50 backbones are presented in Tab. 2. We ap-
ply ResNet-101 as the backbone for the teacher detector.
As shown in Tab. 2, our method can effectively enhance
the performance of all given lightweight detectors. Specifi-
cally, CrossKD achieves stable improvements for the stu-
dents with ResNet-18, ResNet-34, and ResNet-50 back-
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Figure 1. Different cross-head strategies. (a) is the original strategy used in CrossKD. (b) delivers the intermediate features of the teacher
to the student head and conducts KD between the cross-head predictions of the teacher and the student’s predictions. (c) does the same
cross-head strategy as (a) but performs KD between the student’s original predictions and cross-head predictions. (d) does the same cross-
head strategy as (b) but performs KD between the teacher’s original predictions and the cross-head predictions.

Student CrossKkD AP APs, AP7s APs APy APy
358 53.1 382 189 389 479
ResNet-I8 - 395 570 422 227 430 513
389 566 422 215 428 514
ResNet-34 /104 604 458 244 468 556
ResNet.50 402 584 433 233 440 522

v 437 62.1 474 269 48.0 56.2

Table 2. Quantitative results of CrossKD for lightweight detectors.
Standard 1x schedule is applied in all experiments. The teacher
detector is GFL with ResNet-101 backbones.

bones, which reach 39.2 AP, 42.4 AP, and 43.7 AP.

Furthermore, we adapt CrossKD to typical Faster R-
CNN (two-stage) and Deformable DETR (DETR-like) de-
tectors and report their performance in Tab. 3. In Faster
R-CNN, we deliver the student region features to the R-
CNN head of the teacher to generate cross-head predic-
tions to accept the teacher’s supervision. In Deformable
DETR, the cross-head predictions are created by passing
the encoder features of the student into each stage of the
teacher decoder. As shown in Tab. 3, without finely tuned
hyper-parameters, CrossKD boosts the accuracy of ResNet-
18 based Faster R-CNN and Deformable DETR to 35.5 (2.0
1) and 45.8 (1.77) AP, which demonstrates the generaliza-
tion ability of CrossKD.

3. More Ablations

In this section, we experiment different cross-head strate-
gies to demonstrate the effectiveness of our CrossKD,
which are illustrated in Fig. 1. As presented in Tab. 4,
strategy (b), which differently reuses the student’s detec-
tion head, achieved only 35.4 AP, significantly lower than
the 38.7 AP obtained by CrossKD. We hypothesize that this
difference in performance may be attributed to the subop-
timal optimization of the student’s blocks in this approach.

Method Schedule AP AP59 APr5
Faster R-CNN R18 (S) 12e 33.5 53.7 359
Faster R-CNN R50 (T) 12e 374 58.1 404
CrossKD 12e 3552.01) 558 38.0
Deform. DETR R18 (S) 50e 44.1 62.8 479
Deform. DETR R50 (T) 50e 47.0 66.1 509
CrosskKD 50e 45.8 (1.71) 63.8 49.9

Table 3. CrossKD for Faster R-CNN and Deformable DETR.

Strategy AP APso AP7ys APs APym  APp

- 358 531 382 189 389 479
(a) 387 563 416 211 422 515
(b) 354 525 378 186 384 471
(© 345 519 367 178 376 451
(d 325 488 350 166 350 42.8

Table 4. Comparisons of different cross-head strategies. The
strategies (a), (b), (c), (d) have shown in Fig. 1, where (a) is the
current strategy used in CrossKD. The teacher-student pair is GFL
with ResNet-50 and ResNet-18 backbones.

Fig. 1(c) and Fig. 1(d) minimize the distances between the
original predictions and the cross-head predictions. How-
ever, these strategies have limited impact on the student’s
backbones, resulting in 34.5 AP and 32.5 AP for Fig. 1(c)
and Fig. 1(d), respectively.

Moreover, Fig. 1(b), (c), and (d) all perform distilla-
tion losses and detection losses at the student’s detection
heads, so the target conflict problem still exists. In contrast,
CrossKD separates the distillation losses onto the teacher’s
branch and hence avoids the target conflict problem. As a
result, CrossKD receives the highest AP of 38.7 among all
cross-head strategies.



4. Relation to Previous Works

In this section, we describe the differences of our method
and some related works which are originally designed for
the classification task [1-3, 6, 9]. Here, we compare
CrossKD with these works from the aspects of motivation
and structure to emphasize the differences.

Motivation. Previous works all concentrate on the classi-
fication task. For instance, Bai ef al. [1] aims to alleviate
overfitting in few-shot task. Li ef al. [3] focuses on using a
residual network to help a non-residual network overcome
gradient vanishing. Some works [6, 9] target on the general
KD scenario in classification. These methods all attempts
to solve specific problems in classification and are not spe-
cially designed for distilling object detectors.

In contrast, CrossKD, which is specially designed for the
object detection task, focuses on the target conflict prob-
lem in object detection. To our knowledge, this is the first
work to discuss the target conflict problem in distilling ob-
ject detectors. As presented in Sec. 1 of the main paper, the
teacher detector usually predicts inaccurate results, which
conflict with the ground-truth targets. The traditional KD
methods supervise the student detector with those two con-
troversial labels at the same place, resulting in low distil-
lation efficiency. To alleviate this problem, we propose to
deliver the intermediate features of the student to the part
of the teacher’s detection head and generate new cross-head
predictions to accept the distillation losses.

However, without the detection-specific design, those
methods can not achieve a promising performance.

Structure. Previous works tend to design a complicated
manner to utilize the teacher-student latent features. Typi-
cally, Li et al. [3] forwards every stage features of the stu-
dent into the teacher’s blocks. Liu er al. [6] alternately
delivers the intermediate features from the student to the
teacher or from the teacher to the student. These strate-
gies significantly increase the computational complexity in
training phase.

Instead of applying a complicated design, CrossKD is
relatively simple, which only passes the student’s latent fea-
tures through part of the teacher’s detection head. Despite
its simplicity, extensive experiments demonstrate its effec-
tiveness in object detection KD.

5. Result Visualization

We visualize the detection results of the teacher, the stu-
dent, and our CrossKD in Fig. 2. As the visualization
shows, CrossKD usually receives even better results than
the teacher detector, which demonstrates that CrossKD can
relieve the influence of the teacher’s inaccurate predictions
and achieve a better optimization towards ground-truths.
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Figure 2. Visualization of detection results of CrossKD. The teacher is GFL-R50 with 40.2 AP and student is GFL-R18 with 35.8 AP.
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