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Supplementary Material

1. Comparison of results of LoCoNet and
TalkNet

We show more comparisons and results of LoCoNet and
TalkNet [3] on videos from AVA-ActiveSpeaker [2](Fig.1),
Ego4D [1](Fig.2) and the Internet(Fig.3). The videos depict
several complicated scenes including (1) talking and chew-
ing, (2) egocentric view with head motion, and (3) poker
game with narration. Results show that LoCoNet better
differentiates active and inactive speakers in these complex
scenes with multi-people conversations.

2. Visualizations of the results of LoCoNet
We generate the prediction results of LoCoNet on the videos
from AVA-ActiveSpeaker, Ego4D and the Internet, and show
the visualizations of the results by mapping them to the
original videos. The visualizations are attached as mp4 files
in the supplementary material. In the videos, the green
boxes denote active speakers. The red boxes denote inactive
speakers. The numbers above the boxes are logits where
those larger than 0 are predicted as active speakers, and those
smaller than 0 are predicted as inactive speakers.
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Figure 1. Results of LoCoNet and TalkNet on a video from AVA-ActiveSpeaker validation set. The green boxes denote predicted active
speaker. The red boxes denote predicted inactive speaker. The orange boxes denote false predictions. This video shows a conversation on the
dinner table, and the mouth movements of the speakers might be talking, chewing, or both.

Figure 2. Results of LoCoNet and TalkNet [3] on a video from Ego4D dataset. This egocentric video shows a group of friends playing
board games. The head motion of the camera-wearer and rapid shift in conversations make the inference more challenging.

Figure 3. Results of LoCoNet and TalkNet [3] on a video from the Internet. This video shows a livestream of poker game with real-time
narration. The results show that predicting speaking activities of a speaker with partly occluded face remains a difficult task.
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