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Supplementary Material

A. Experimental Details

A.1. Settings of the HNR model

Settings of volume rendering. We set the k-nearest
search radius R as 1 meter, and the radius R̂ for sparse
sampling strategy is also set as 1 meter. The rendered ray is
uniformly sampled from 0 to 10 meters, and the number of
sampled points N is set as 256.

Settings of model architecture. Since the number of
k-nearest features is set to 4 and the dimension of
each aggregated feature is 512, the input dimension of
MLPfeature network is 2048. The overall architecture of
the MLPfeature is shown in Figure 1. The view encoder
consists of four-layer transformers, and the number of re-
gion features within a future view is set as 7×7.

Settings of pre-training. The HNR model is pre-trained
in large-scale HM3D [4] dataset with 800 training scenes.
Specifically, we randomly select a starting location in the
scene and randomly move to a navigable candidate location
at each step. At each step, up to 4 unvisited candidate lo-
cations are randomly picked to predict a future view in a
random horizontal orientation, and 8 region features within
it are randomly selected for region-level alignment. During
pre-training, the horizontal field-of-view of each view is set
as 90◦. The maximum number of action steps per episode
is set to 15. Using 4 RTX3090 GPUs, the HNR model is
pre-trained with a batch size of 4 and a learning rate 1e-4
for 20k episodes.

A.2. Settings of the lookahead VLN model

Settings of R2R-CE dataset. The VLN model is initial-
ized with the parameters of ETPNav [1] model trained in the
R2R-CE dataset. Using 4 RTX3090 GPUs, the lookahead
VLN model is trained with a batch size of 4 and a learning
rate 1e-5 for 20k episodes.

Settings of RxR-CE dataset. The VLN model is initial-
ized with the parameters of ETPNav [1] model trained in the
RxR-CE dataset. Using 4 RTX3090 GPUs, the lookahead
VLN model is trained with a batch size of 4 and a learning
rate 1e-5 for 100k episodes.
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Figure 1. Architecture of the MLPfeature network. FC denotes
a fully connected layer, LN denotes layer normalization and Relu
denotes ReLU activation.

B. Visualization and Examples
Visualization of the lookahead exploration strategy.
Figure 2 and 3 show examples that the HRN model with the
lookahead exploration strategy has a more accurate evalua-
tion for future paths than the ETPNav model.

Visualization of the RGB reconstruction. Figure 4 illus-
trates the effect of RGB reconstruction for candidate loca-
tions using the HNR model. In fact, the grid features [8]
extracted by the CLIP model are not enough to enable the
HNR model to render high-quality RGB images. Therefore,
the additional point cloud is introduced, projected from the
observed 224×224 RGBD images during navigation, pro-
viding high-resolution geometry and texture-level details.
The 4 nearest features and 16 nearest RGB points are fed
into the MLPrgbd for RGB reconstruction and depth esti-
mation. The MLPfeature only takes 4 nearest features to
predict the latent vector.

Visualization of the predicted semantic features. Fig-
ure 6 and 7 illustrate that the region features from the HNR
model are well associated with the language by semantic
alignment with the CLIP embeddings. As shown in Fig-
ure 6, the predicted features surrounding the different can-
didate locations help the agent detect critical objects and
understand the spatial relationships among them. In fig-
ure 7, for semantic relationships between object and scene,
the HNR model can also handle well.
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Instruction: Exit the bedroom. Walk the opposite way of the picture hanging on the wall through 
the kitchen. Turn right at the long white countertop. Stop when you get past the two chairs.

(a) (b)
Figure 2. A navigation example on the val unseen split of the R2R-CE dataset. (a) denotes the navigation strategy of ETPNav [1]. (b)
denotes the lookahead exploration strategy of the lookahead VLN model.
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Instruction: Exit the sitting room and turn left. Take the first turn to the right. Go straight and then 
turn left at the shelf. Walk into the first door on the right.

(a) (b)
Figure 3. A navigation example on the val unseen split of the R2R-CE dataset. (a) denotes the navigation strategy of ETPNav [1]. (b)
denotes the lookahead exploration strategy of the lookahead VLN model.

C. Some Discussions

Runtime for future view prediction. Due to the large
number of future path branches, the lookahead exploration
requires extremely fast methods for predicting the future en-
vironment. Table 1 shows the runtime for each future view

prediction using different methods. The runtimes are mea-
sured on an NVIDIA GeForce RTX 3090 GPU. We can see
that HNR achieves competitive inference speed and is fast
enough for real-time lookahead exploration.



Instruction: Walk past the bed and exit the bedroom through the door. Enter the toilet,
and then stop before the window.
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Figure 4. Illustration of RGB reconstruction for candidate locations using the HNR model. The images in the yellow box are the agent’s
current observations. The images in the blue box are the rendered images for candidate locations using the HNR model.
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Figure 5. Some failure cases of the rendered 224×224 RGB images and 64×64 depth images (please zoom in for better view).

NeRF Rendering [3] Image Generation [7] HNR

21.6 Hz (46.3 ms) 12.6 Hz (79.4 ms) 87.3 Hz (11.5 ms)

Table 1. Runtime analysis of different future view representation
methods. NeRF Rendering and HNR generate a single view, while
the Image Generation method generates an entire panorama.

The input of lookahead exploration. For each future
view, HNR model predicts a 7×7 region feature map us-
ing MLPfeature and a 64×64 depth map using MLPrgbd.

Then the feature map is fed into the view encoder, and the
depth map is upsampled and fed into the waypoint predic-
tor as described in Section 3.2.4. During navigation, the
HNR model has not been used to reconstruct RGB images
for lookahead exploration. The reasons are two-fold. (1)
The computational cost of rendering 224×224 RGB image
exceeds that of predicting 7×7 feature map by more than
hundreds of times, which is unacceptable for real-time nav-
igation. To further reduce the computational cost of train-
ing, in our experimental settings, the lookahead VLN model
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Instruction: Walk past the bed and exit the bedroom through the door. Enter the toilet,
and then stop before the window.
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Figure 6. Visualization of the predicted semantic features. The left part shows the top-down view of the reconstructed panoramas of
the candidate locations. The right part shows the semantic similarity between the predicted region features and the specific language
embeddings. The warmer color in the map represents a higher semantic similarity.

Instruction: Walk past the bed and exit the bedroom through the door. Enter the toilet,
and then stop before the window.
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Figure 7. Visualization of the predicted semantic features. (b) and (c) show the semantic similarity of region features to different sentences.
The warmer color in the map represents a higher semantic similarity.

uses the depth map of ground truth for training and the ren-
dered depth map for testing. (2) Due to visual occlusion
during navigation, the RGB images reconstructed by the
HNR model may still have empty regions and ghostly ar-
tifacts as shown in Figure 5, which introduce noisy visual
features to the agent. The region feature map is more robust
than the rendered RGB image, the hierarchical encoding
and region-level semantic alignment are proposed to pre-
dict features of empty regions by integrating contexts in the
view encoder.

The limitations of the HNR model. Although the future
view features predicted by HNR work well for lookahead
exploration, there is still room for improvement regarding
the speed and quality of RGBD reconstruction. In the fu-
ture, we will try faster 3D Gaussian Splatting [2], and use
the diffusion models [5] to fill in the empty region caused by

visual occlusion. On the other hand, the 3D feature field [6]
with more geometric details is required for some Embodied
AI tasks, such as mobile manipulation.
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