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In the supplemental material, we present the overview of
datasets, evaluation metrics and detailed implementation of
experiments about each keypoint localization task, experi-
ments on MPII dataset, experiments on ViT backbone, the
broader impact of our work, limitation and show some qual-
itative results on each task.

1. Datasets and Evaluation Metrics
COCO Keypoint [10] is a large scale 2D human pose esti-
mation dataset with 17 annotated keypoints, e.g., nose, left
ear, etc. It contains more than 200,000 images and 250,000
person instances. COCO Keypoint is divided into three
parts: 57k images for training set, 5k images for validation
set and 20k images for test-dev set.

MPII [12] is a classical 2D human pose estimation
dataset, it contains 25k images with 40k person instances,
where 12k instances are used for testing and the remain-
ing instances are used for training. MPII is annotated with
16keypoints.

COCO Whole-Body [7] adopts the images from COCO
Keypoint dataset and provides additional keypoint annota-
tion on face, feet and hands for each person. It includes 133
keypoints for each person and follows COCO Keypoint to
divide training and validation sets.

CrowdPose [8] is a challenging multi-person pose esti-
mation benchmark that contains both general and crowded
scenes. It contains 10k images for training set, 2k images
for validation set and 8k images for test set. CrowdPose is
annotated with 14 keypoints.

OCHuman [15] focuses on heavily occluded human
pose estimation in crowded scenes and is regarded as a val-
idation and test set. It contains 4,731 images and 8,110 per-
sons labeled with 17 keypoints. In OCHuman, on an aver-
age 67% of the bounding box area has overlap with other
bounding box. OCHuman is divided into validation set
(2,500 images, 4,313 persons) and test set (2,231 images,
3,819 persons). Following [6], we train model on COCO
Keypoint training set and test model on OCHuman valida-
tion set.

Human3.6M [5] is a large scale indoor benchmark for
3D human pose estimation, which consists of 3.6 million
poses and corresponding images featuring 11 actors per-
forming 15 daily activities from 4 camera views. Following

the standard protocols, the models are trained on subjects 1,
5, 6, 7, 8 and tested on subjects 9, 11.

Evaluation metrics. For 2D human pose estimation,
multi-person pose estimation and whole-body pose estima-
tion, we follow previous works to report the OKS-based
mAP on COCO Keypoint, COCO Whole-Body, CrowdPose
and OCHuman. We also compute the mean error (ℓ2 norm)
of each keypoint to its groundtruth in COCO Keypoint to
reflect the accuracy of localization, i.e., Kpt.Error(px) in Ta-
ble. 1. For MPII, we report official PCKh@0.5/0.1 to eval-
uate single-person pose estimation results. For 3D human
pose estimation task, we report the commonly used Mean
Per Joint Position Error (MPJPE) to evaluate the error of
each method.

2. Implementation Details
2D Human Pose Estimation. For ablation study in Table
1 and Table 2, we conduct experiments based on Simple-
Pose [13] with ResNet-50 and follow the most setting of
[13]. Unless specified separately, the input image is resized
to 256×192. The learning rate is set to 1×10−3 at first and
reduced by a factor of 10 at the 90-th and 120-th epoch. We
adopt Adam optimizer to train model for 140 epochs, with
a bath size of 320 and 2 NVIDIA RTX 3090 GPUs in total.
We adopt single scale test without flip and use groundtruth
person bounding box for all methods in Table 1, Table 2
and Fig. 3. When comparing with other methods on COCO
Keypoint test-dev set in Table 3, we follow HRNet [11] to
train model with 210 epochs and report performance with
flip test and with the predicted person bounding box pro-
vided by HRNet [11]. During inference, we select the most
confident result, i.e., m = 1.

Whole-Body Pose Estimation. We adopt MMPose [2]
framework to conduct whole-body pose estimation experi-
ments and follow all the setting of existing methods. The
input image is resized to 256×192 or 384×288. The learn-
ing rate is set to 1×10−3 at first and reduced by a factor of
10 at the 170-th and 200-th epoch. We adopt Adam opti-
mizer to train model for 210 epochs, with a bath size of 160
and 2 NVIDIA RTX 3090 GPUs in total. During inference,
we select the most confident result, i.e., m = 1.

Multi-Person Pose Estimation. We adopt HigherHR-
Net [1] for bottom-up MPPE experiments and DEKR [3]



for single-stage regression MPPE and follow the most con-
figuration of them. HRNet-W32 [11] is adopted as back-
bone for all MPPE experiments. The input image is resized
to 512×512. The learning rate is set to 1×10−3 at first and
reduced by a factor of 10 at the 90-th and 120-th epoch. We
adopt Adam optimizer to train model for 140 epochs, with
a bath size of 40 and 2 NVIDIA RTX 3090 GPUs in total.
To evaluate CenterNet and DEKR on OCHuman val set, we
directly adopt the model trained on COCO train set. During
inference, we follow previous works [1, 3] to select m = 30
predictions with confidence score larger than γ = 0.01.

Monocular 3D Human Pose Estimation. We im-
plement our method based on the codebase provided by
RLE [9] to conduct 3D pose estimation experiments.
ResNet-50 [4] is adopted as backbone for all experiments.
The input image is resized to 256×256. Data augmenta-
tion includes random scale (±30%), rotation (±30), color
(±20%) and flip. The learning rate is set to 1×10−3 at first
and reduced by a factor of 10 at the 90th and 120 epochs.
We use the Adam solver and train for 140 epochs, with a
mini-batch size of 64 per GPU and 4 NVIDIA GTX 1080ti
GPUs in total. The 2D and 3D mixed data training strategy
(MPII + Human3.6M) is applied. The testing procedure is
the same as the previous works [9]. During inference, we
select the most confident result, i.e., m = 1.

3. 2D Human Pose Estimation on MPII dataset

We conduct 2D human pose estimation experiments on clas-
sical MPII dataset and the results are shown in Table 1.
We can observe that SAR outperforms regression-based and
heatmap-based methods on various backbones under the
same setting, especially in PCKh@0.1 metric.

Method Backbone Input size PCKh@0.5 PCKh@0.1

Direct Regression ResNet-50 256×256 83.8 23.6
RLE [9] ResNet-50 256×256 85.8 27.1

SimplePose [13] ResNet-50 256×256 87.1 25.4
HRNet [11] HRNet-W48 256×256 90.1 33.7

Ours (SAR) ResNet-50 256×256 87.5 31.7
Ours (SAR) HRNet-W48 256×256 90.1 38.1

Table 1. Comparison with other methods on MPII val set.

4. Experiments on Vision Transformer Back-
bone

SAR can be applied to various backbones with different
output stride, e.g., ViT [14]. We conduct 2D human pose
estimation experiments with other baselines based on ViT-
Small in Table 2. We can observe that SAR outperforms
regression-based and heatmap-based methods on different

output strides in ViT-based backbones, which is consistent
with ResNet-based backbones.

Method Input size GFLOPs Deconvs AP AP50 AP75

Regression 256×192 4.2 58.0 83.9 64.8
RLE 256×192 4.2 71.6 90.3 79.1

Heatmap 256×192 8.6 ✓ 72.4 92.1 80.8
Heatmap+Offset 256×192 8.6 ✓ 72.6 91.3 79.8

SAR 256×192 4.2 73.0 92.0 80.7
SAR 256×192 8.6 ✓ 74.0 92.3 82.1

Table 2. Comparison with baselines on COCO Keypoint val set
based on ViTPose [14].

5. Broader Impact
In this work, we propose the spatial-aware regression to im-
prove the performance of keypoint localization, and pro-
mote the vision intelligence of machine. The proposed
method is simple yet effective and does not introduce a new
capability in computer vision. Therefore, our method will
not cause misuse of technology that is already available to
anyone.

6. Limitation and Future Work
Our work has several limitations. First, SAR adopts Lapla-
cian kernel to measure the quality of regression, which can
be viewed as training model with ℓ1 loss from the per-
spective of maximum likelihood estimation. As shown in
RLE [9], it can be improved by adopting a learnable dis-
tribution to model the target keypoint distribution and mea-
sure the quality of regression. Second, SAR performs well
on localization task where input has spatial structure, e.g.,
camera images. The effectiveness of SAR on other inputs,
e.g., point cloud, need further exploration. We believe these
limitations are exciting avenues for future work to explore.

7. Qualitative Results
We show some visualization results on each task in Fig. 1,
2 and 3.
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Figure 1. Qualitative results of 2D human pose estimation and multi-person pose estimation on COCO Keypoint.

Figure 2. Qualitative results of whole-body pose estimation on COCO Whole-Body val set.
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Figure 3. Qualitative results of 3D human pose estimation on Human3.6M.
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