
DuPL: Dual Student with Trustworthy Progressive Learning for Robust
Weakly Supervised Semantic Segmentation

Supplementary Material

Im
ag

e 
&

 G
T

Vi
T 

w
/o

 P
TC

 lo
ss

Figure 1. CAM visualization from vanilla ViT backbone. The
results are evaluated on the VOC dataset. The vanilla ViT is
severely suffered from the over-smoothing problem.

Strategy M Seg.

Linear Descent 72.5 68.7
Cosine Descent 73.5 69.9

Table 1. The impact of descent strategy in progressive learning.
The results are evaluated on the VOC val set. “M” denotes the
CAM performance and “Seg.” denotes the segmentation perfor-
mance. CRF post-processing is not implemented for evaluation.

1. ViT backbone with Token Contrast Loss
Following previous works [4, 6, 7] , this paper uses the ViT-
B [2] as the backbone. Additionally, we integrate the Patch
Token Contrast (PTC) module [6] into the ViT backbone as
our experiment baseline. This is because the previous study
[6] demonstrates that ViT-like architectures encounter the
over-smoothing issue as it tends to smooth the patch tokens
progressively (as shown in Figure 1). This phenomenon
severely impairs the CAM and segmentation performance.
Due to the observation that the learned representations in
intermediate layers can still preserve the semantic diversity,
the PTC module set an additional classifier in an intermedi-
ate layer to extract the auxiliary CAM. Then, the auxiliary
CAM is used to generate corresponding pseudo pairwise to-
ken relations to supervise the pairwise cosine similarities of
final patch tokens. More details can be found in [6].

2. Additional Hyper-parameter Analysis
We report the impact of other hyper-parameters of DuPL in
this section.

γ M Seg.

0.5 73.1 69.5
0.7 72.7 69.1
0.9 73.5 69.9

0.95 72.9 69.2

Table 2. The impact of γ in Adaptive Noise Filtering strategy.
The results are evaluated on the VOC val set. “M” denotes the
CAM performance and “Seg.” denotes the segmentation perfor-
mance. CRF post-processing is not implemented for evaluation.

Descent Strategy adopted in Progressive Learning. We
develop a dynamic threshold adjustment (DTA) strategy in
DuPL, which uses the cosine descent strategy to introduce
more pixels to the supervision progressively. In Table 1,
we conduct the performance comparison between DTA with
the cosine descent strategy and DTA with the linear descent
strategy. We show the cosine descent strategy in dynamic
threshold adjustment can yield the better performance.

γ in Adaptive Noise Filtering. In the Adaptive Noise Fil-
tering (ANF) strategy, γ is used to control the partition of
noise pseudo-labels. The pixel pseudo-labels with the noise
probability larger than γ will be considered as noises. Ta-
ble 2 reports the performance under different settings of γ.
We can observe that the setting of γ = 0.9 can produce the
best CAM and segmentation results, while other settings
can also achieve favorable performance.

η in Adaptive Noise Filtering. In the Adaptive Noise Fil-
tering (ANF) strategy, η is used to discriminate whether the
loss distribution has two distinct peaks. Table 3a reports
the performance under different settings of η. We find that
η = 1.0 can achieve the best performance, while η > 1.0
can also achieve favorable performance.

Loss Weights of the discrepancy loss λ1. Table 3b re-
ports the analysis of the weights λ1 of discrepancy loss. A
larger λ1 means that there is a larger proportion of the over-
all loss, and the model will pay more attention to optimiz-
ing this training objective. The results show that λ1 = 0.1
can achieve the highest accuracy in most semantic classes.
When λ1 = 0.05, the penalty of representations from two
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Figure 2. Visual comparison of CAMs. The images are from
the VOC val set. We compare the state-of-the-art one-stage ap-
proach, ToCo [6], with our proposed DuPL.

Figure 3. Tracking of per-class CAM Pseudo-Label quality.
The results are from the VOC val set. We compare the state-of-
the-art one-stage approach, ToCo [6], with our proposed DuPL.

sub-nets is too little, making the CAMs from two sub-nets
have not sufficient diversity. This problem leads to the case
with λ1 has inferior performance.

Loss Weights of the consistency regularization loss λ3.
Table 3c reports the analysis of the weights λ3 of consis-
tency regularization loss on the predictions of filtered re-
gions. We can observe that λ3 = 0.05 can achieve the
best performance, and the performance decreases after λ3

is larger than 0.05.

3. Additional Experiment Results
Per-class Segmentation Results. We report the per-class
semantic segmentation results on the VOC 2012 val set
in Table 4. We can see DuPL achieves remarkable per-
formance improvement in most semantic classes (16 of
21). We also compare the DuPL performance between us-
ing ImageNet-1k and ImageNet-21k pretrained weights, we
find that the performance of both versions has its own pros
and cons on specific classes, and it is noted that the model
pre-trained with larger scale data (e.g., ImageNet-21k) is
not necessarily well-performed in every class.

Image Before After Loss distribution

Figure 4. Visual comparison of ANF. The images are from the
VOC val set. The component with larger losses is the noise
component in GMM model. The distribution of normal losses is
rescaled for visualization.

CAM Results. In Figure 2, we provide more qualitative re-
sults of CAM produced by ToCo [6] and our DuPL. We can
observe that DuPL can outperform ToCo and provide better
segmentation supervision for the segmentation head. Ad-
ditionally, we present tracking of the CAM pseudo-labels
quality on a per-class basis through line graphs in Figure
3. These graphs showcase the evolution of CAM quality
across different iterations, further illustrating the superior-
ity of DuPL in generating more accurate pseudo-labels for
each class.

ANF Results. In Figure 4, we provide more qualitative re-
sults of the pseudo-labels and those adopted adaptive noise
filtering strategy (ANF). We can see that the loss distribu-
tion of the noise pseudo-labels have clear difference with
that of the clean ones. With our ANF strategy, it can ef-
fectively discard the noisy pseudo-labels and improve the
quality of the segmentation supervision.

Per-class OA Rate Results. We report the per-class seman-
tic segmentation results on the VOC 2012 val set in Fig-
ure 5. It shows that, compare with the recent state-of-the-art
works, i.e., ToCo [6], the proposed DuPL can significantly
overcome the over-activation problem caused by CAM con-
firmation bias in most of semantic classes.

Semantic Segmentation Results. In Figure 6, we provide
more qualitative results of semantic segmentation predicted
by ToCo [6] and the proposed DuPL. We can see DuPL can
achieve better object coverage and get more closer predic-
tions to the ground-truths.



η M Seg.

0.5 71.5 67.8
1.0 73.5 69.9
1.5 73.4 69.6
2.0 73.2 69.1

(a) The impact of η in ANF strategy.

λ1 M Seg.

0.05 69.3 66.1

0.1 73.5 69.9

0.2 71.1 67.8

(b) The impact of weight of discrepancy loss.

λ3 M Seg.

0.05 69.3 66.1

0.1 73.5 69.9

0.2 71.1 67.8

(c) The impact of weight of regularization loss.

Table 3. Results of Hyper-parameter Analysis. The results are evaluated on the VOC val set. The default settings are marked in
color . “M” denotes the CAM performance and “Seg.” denotes the segmentation performance. CRF post-processing is not implemented

for evaluation.

 ToCo

Figure 5. Comparison of ToCo [6] and the proposed DuPL in OA rate. The results are evaluated on the VOC 2012 val dataset.
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1Stage [1] 88.7 70.4 35.1 75.7 51.9 65.8 71.9 64.2 81.1 30.8 73.3 28.1 81.6 69.1 62.6 74.8 48.6 71.0 40.1 68.5 64.3 62.7
AFA [5] 89.9 79.5 31.2 80.7 67.2 61.9 81.4 65.4 82.3 28.7 83.4 41.6 82.2 75.9 70.2 69.4 53.0 85.9 44.1 64.2 50.9 66.0
ToCo 89.9 81.8 35.4 68.1 62.0 76.6 83.6 80.4 87.7 24.5 88.1 54.9 87.0 84.0 76.0 68.2 65.6 85.8 42.4 57.7 65.6 69.8
ToCo† 91.1 80.6 48.7 68.6 45.4 79.6 87.4 83.3 89.9 35.8 84.7 60.5 83.7 83.2 76.8 83.0 56.6 87.9 43.5 60.5 63.1 71.1

DuPL 91.9 82.7 41.3 74.7 65.8 77.2 88.2 82.3 89.9 25.6 88.3 52.4 87.7 86.7 80.6 82.0 63.7 90.6 49.7 62.7 52.9 72.2
DuPL † 91.8 77.8 47.1 81.7 58.9 78.6 88.8 77.6 91.9 38.2 91.5 55.5 88.0 90.0 77.7 85.9 60.7 92.7 54.0 66.1 45.5 73.3

Table 4. Evaluation and comparison of the semantic segmentation results in mIoU on the VOC val set. † denotes using ImageNet-
21k [3] pretrained weights.
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Figure 6. Visual comparison of segmentation performance. We compare the state-of-the-art one-stage approach, ToCo [6], with our
proposed DuPL. Both of them use ViT-B with ImageNet-1k for fair comparison.
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