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Abstract

Our supplementary materials give more details of our
LAMP and more experiment results, which can be summa-
rized as follows:

• We introduce more details of our LAMP, especially the
inference stage.

• We give more ablation experiments and more visual
results.

• We provide the source code and video files.

1. More Details of LAMP

In this section, we describe the inference process of our
method more specifically. We first use a text-to-image
modelMI e.g. SD-XL [2] to generate the first frame. Then,
the latent features of the first frame are concatenated with
the noise acquired by shared-noise sampling. At each step,
only the features of the subsequent frames are updated by
our video diffusion modelMV based on SD-v1.4 [3]. Be-
sides, AdaIN [1] is used to ensure appearance consistency.
Notice that AdaIN is only used in subsequent frames in the
first 30 steps since forcing the latent features of subsequent
frames, which are closer to the noise, to be consistent with
the first frame can cause unwanted artifacts. Moreover, his-
togram matching is adopted on pixel space to remove the
flicker. The pseudo code of the inference process is illus-
trated in Alg 1, where PI and PV are the prompts of the
first frame and the whole video, t is the video length, and
T = 50 denotes the total step of DDIM backward.

2. Experiments

2.1. More Ablation Study

In this section, we give more ablative results of inference
processing as we can see in Fig 1. When we remove the
AdaIN during the inference stage, the appearance consis-
tency will be corrupted. e.g., the horse is missing its front
hooves in the last frame. Besides, the histogram matching

Algorithm 1 Pseudo code for inference stage

Require: PI ,PV ,MI ,MV , f ∈ N, T ∈ N and latent de-
coder D
▷ First frame generation
x1
T ∼ N (0, I)

x1
0 = DDIM Backward(x1

T , T,PI ,MI)
▷ Shared-noise sampling
xb ∼ N (0, I)
for i = {2, 3, ..., f} do
xi
T ∼ N (0, I)

xi
T ← 0.8xi

T + 0.2xb

end for
▷ Video generation
x1:f
T ← {x1

0, x
2
T , x

3
T , ..., x

f
T }

for t = T − 1, ..., 0 do
x2:f
t ←M2:f

V (x1:f
t+1, t+ 1,PV )

▷ Post-processing on latent space
if t > 20 then

for i = 3, 4, ..., f do
xi
t ← AdaIN(xi

t, x
2
t ) ▷ Ensure consistency be-

tween predicted frames
end for

else
for i = 2, 3, ..., f do
xi
t ← AdaIN(xi

t, x
1
0) ▷ Ensure consistency with

the first frame
end for

end if
end for
▷ Post-processing on pixel space
I1:f = D(x1:f

0 )
for i = 2, 3, ..., f do
Ii ← Historgram Matching(Ii, I1)

end for

can effectively restore the flicker between frames as illus-
trated in Fig 1(d). We empirically use AdaIN only between
subsequent frames in the first 30 steps of DDIM backward,
and in the last 20 steps, make the subsequent frames con-



(a) LAMP (full model)

(b) w/o post-processing

(c) w/o AdaIN

(d) w/o histogram matching

(e) AdaIN with the first frame in all steps

Figure 1. More ablative results.

sistent with the first frame passes through AdaIN. We try
to employ AdaIN between subsequent frames and the first
frame from the start. However, forcing subsequent frames
that are close to noise during the early stage to be consis-
tent with the first frame can produce unexpected artifacts as
shown in Fig 1(e).

2.2. More Visual Results

In our supplementary materials, we provide more visual
results of 8 motion patterns as shown in Fig. 2-9. Our
LAMP can generate diverse and high-quality results with
proper motion. Besides, the video files are also provided.

3. Limitation and Future Works
In our experiments, we observed that the occurrence of fail-
ure cases increased as our method attempted to learn com-
plex motions. More effective modules for motion learn-
ing are potential solutions to this issue. Besides, we found
that the motion of the foreground object sometimes influ-
ences the background’s stability. We believe that learning
the foreground and background movements independently
might be an effective solution. We leave these improve-
ments in our future work.

4. Broader Impacts
Because our work is based on existing text-to-image tech-
niques, it may carry flaws in the pre-trained models them-
selves. Like other generative models, our model can gener-
ate unsafe or biased videos, which may cause harm without
a safety checker. Before the model is actually deployed, it

is important to thoroughly evaluate the potential risks of the
model and filter for harmful content.
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A horse runs on the grass

A red horse runs in the sky

Guan Yu rides a red horse

A horse runs in the universe

A horse runs on the Mars

A horse runs on the road

Figure 2. Visual results on ‘horse run’ motion. Video files can be found in supplementary materials.

Birds fly over the city

Birds fly in the pink sky

Birds fly in the sky

Birds fly in the sky, snow land

Birds fly over the sea

Many birds fly over a plaza

Figure 3. Visual results on ‘birds fly’ motion. Video files can be found in supplementary materials.



A helicopter over in the sea

Apache flies in the sky

A helicopter flies over the highway

A white helicopter flies at night

A pink helicopter in the sky

A LEGO helicopter flies in the sky

Figure 4. Visual results on ‘helicopter’ motion. Video files can be found in supplementary materials.

A branch in rain

A rainy day

Rainy mountain

A tree in rain

A pond in heavy rain

A car in rain

Figure 5. Visual results on ‘rain’ motion. Video files can be found in supplementary materials.



A handsome European man plays the guitar

Minecraft human plays the guitar

A girl plays the guitar, comic style

An astronaut plays the guitar, photorealistic

A woman plays the guitar

GTA5 poster, a man plays the guitar

Figure 6. Visual results on ‘play the guitar’ motion. Video files can be found in supplementary materials.

Fireworks in winter

Fireworks, grass land

Fireworks in the night sky

Fireworks in desert night

Fireworks in the night city

Fireworks over the mountains

Figure 7. Visual results on ‘firework’ motion. Video files can be found in supplementary materials.



Winter waterfall

Waterfall, crowds around

Lava waterfall

Waterfall in a city

Waterfall and a Ferrari

Waterfall, comic style

Figure 8. Visual results on ‘waterfall’ motion. Video files can be found in supplementary materials.

A beautiful lady, turns to smile

Head photo of a cute girl, comic style, turns to smile

A handsome man, turns to smile

A panda, head photo, turns to smile

Head photo of a girl, 3D animation style, turns to smile

Head photo of a soldier, turns to smile

Figure 9. Visual results on ‘turn to smile’ motion. Video files can be found in supplementary materials.
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