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Supplementary Material

1. Implementation Details and Data Prepro-

cessing

1.1. Datasets preprocessing

Synthetic data. We train the DeepMVSHair* on USC-

HairSalon[2], which contains 343 hairstyles aligned with a

template head. We augment the dataset to 2,744 samples

with three degrees of freedom: scaling, rotation, and trans-

lation. Then, for each sample, we generate a strand model,

the ground-truth 3D orientation, and a rendered 2D unidi-

rectional map with 16 fixed views. We also evaluate our

method on another synthetic dataset [10]. Specifically, for

each model, we use Blender [1] to render 150 RGB images

with a resolution of 1920× 1080, employing different cam-

era poses. Then, we reconstruct the corresponding strand

model and evaluate it with the ground truth.

Real-world data. We also evaluate our method utilizing

a public multi-view H3DS dataset [10] and a set of real-

world captured monocular videos. For the H3DS dataset,

each scene has 32 views with their corresponding camera

parameters. For monocular videos, to better initialize the

coarse geometry, we select 150-200 frames around the sub-

ject using an image quality assessment network [8] and em-

ploy structure-from-motion with COLMAP [6] to obtain the

camera intrinsic and extrinsic parameters. Then, we calcu-

late the 2D orientation map utilizing 180 Gabor filters with

σx = 1.8, σy = 2.4, frequency ω = 0.25, and kernel size

k = 17. Lastly, we also generate hair masks using human

matting [3] and semantic segmentation [4].

1.2. Implementation details

To initialize the coarse point cloud, we densely sample

around the coarse geometry produced by Instant-NGP [5]

at a high resolution of 512× 512× 384. For the PMVO, we

remove the low confidence area when performing the patch

sample strategy. Besides, we select 10 reference frames

based on confidence values for different initializations of

Lp to calculate Lopt more robustly. For interior hair geom-

etry inference, we grow short segments using Pout to ren-

der the undirectional strand maps. Then, we train Deep-

MVSHair* on 16 fixed views at 1280× 720 resolution with

the learning rate of 0.0005. The training process takes about

6 days on a single NVIDIA RTX 3090, 3 days for the 3D

orientation prediction network and 3 days for the 3D occu-

pancy prediction network.
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Figure 1. Qualitative comparison with single view-based hair

modeling methods. The reconstruction results are produced by

the open source code and pre-trained models.

2. Additional Experiments and Results

2.1. More comparisons

Comparison with single view-based image methods.

We provide an extended qualitative comparison with the

single view-based reconstruction methods [9, 11]. As

shown in Fig. 1, obviously, our method achieves higher fi-

delity results.

Extended comparison with Neural Haircut. We pro-

vide an additional comparison with Neural HairCut [7] in

Fig. 2. While their method can handle both long and short

hair, it struggles to accurately reconstruct some complex

hairstyles, such as curly hair. In contrast, our approach is

versatile and adaptable to more hairstyles.

2.2. Additional ablation studies

Ablation studies on synthetic data. We also evaluate

each component of our method on a synthetic dataset [10].

We render the ground-truth 3D strand model into RGB im-

ages using Blender and reconstruct it. As shown in Fig. 3.

PMVO helps us maintain high-fidelity exterior hair geome-

try while DeepMVSHair* assists in reconstructing the com-

plete strand model. As indicated in Tab. 1, without PMVO,

both precision and recall are greatly reduced due to the er-

rors of camera parameters. On the other hand, without

DeepMVSHair*, we can achieve the highest precision but

the lowest recall, since the reconstruction results contain

only the outer layer of hair. Finally, our full method com-

bining PMVO and DeepMVSHair* achieves the highest re-

call and F-score.

Evaluation of DeepMVSHair*. To evaluate the effec-

tiveness of our improvements to DeepMVSHair, we con-
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Figure 2. Extended qualitative comparison with Neural Haircut [7].

Thresholds: mm / degrees

Method 2/20 3/30 4/40 2/20 3/30 4/40 2/20 3/30 4/40
Precision Recall F-score

w/o PMVO 30.3 54.5 67.3 6.7 14.5 21.6 11.0 22.9 32.7

w/o DeepMVSHair* 65.2 87.4 95.6 6.3 15.2 19.8 11.5 25.9 32.8

Full 60.8 83.3 92.1 10.4 19.3 25.9 17.8 31.3 40.4

Table 1. Quantitative evaluation of individual components of our

method on the synthetic dataset [10].

ducted two sets of ablation studies: 1) without the undirec-

tional strand map (w/o Map) and 2) without the proposed

new loss function Lori. The comparison results are shown

in Fig. 4. With no undirectional strand map, the recon-

structed results are more susceptible to the loss of geometric

details due to ambiguity. While the loss function Lori helps

us train DeepMVSHair* more robustly.

Comparison with different patch sizes. We also com-

pared the effects of different sample sizes (patch size) in

PMVO on the reconstruction of the exterior hair geometry.

As shown in Fig. 5 and Tab. 2, setting the patch size to 5

better balances performance and efficiency.

2.3. More results

Lastly, we provide additional reconstruction examples from

a monocular video showcasing various hairstyles such as

short, long, straight, curly, and wavy hair. As shown

in Figs. 6 to 8, MonoHair can handle diverse, complex

hairstyles and achieve high-fidelity results.
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Figure 3. Qualitative evaluation of each key component of our

method on synthetic data.
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Figure 4. Qualitative evaluation of the improvements to Deep-

MVSHair.

Patch size 1 3 5 7

Time ∼30min ∼ 90min 3h-4h 6h-8h

Table 2. Comparison of time consumption under different patch

sizes. As the patch size increases, the time consumption increases

significantly.
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Figure 5. Qualitative comparison of PMVO with different patch sizes. When the patch size is greater than 5, there is no significant

improvement in the reconstructed geometry. The above results are all the exterior geometry of the hair.
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Figure 6. Additional reconstruction results of our method based on monocular videos. We use two rendering styles to showcase our results:

colorful strands for displaying hair geometry and Blender [1] for realistic rendering.



Figure 7. Additional reconstruction results of our method based on monocular videos.



Figure 8. Additional reconstruction results of our method based on monocular videos.
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