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1. Overview

In the supplementary material, we present more experimen-
tal results and analysis as follows:

• We provide more details about the implementation of our
proposed weakly semi-supervised method for oriented
object detection.

• We confirm the effectiveness of the rotational modulation
on the relational graph matching method.

• We conduct a category-wise comparison between our pro-
posed method and the competing semi-supervised meth-
ods.

• We validate the extensibility of our proposed method to
stronger base detectors, multi-scale strategy, and semi-
supervised method.

• We qualitatively compare the detection results between
the base detector training with direct prediction consis-
tency and our proposed relation-based consistency.

2. Implementation Details

We adopt Faster R-CNN [6] as the base detector, and per-
form all experiments on MMRotate [11] without using
multi-scale training and inference. Experiments are con-
ducted on an NVIDIA V100 with 16G memory. For the
proposed Rotation-Modulated Relational Graph Matching
and Relational Rank Distribution Matching, we adopt the
anchor setting with scales of [4, 8, 16, 32, 64] and aspect ra-
tios of [0.5, 1.0, 2.0] to generate proposals centered on each
annotated point, and thus Nk is set to 15 for the DOTA [7]
and DIOR-R datasets [1]. The training on the annotated im-
ages is under the original view, while the training on point-
annotated images is under the augmented views RT for the
teacher model and RS for the student model, both of which
are generated from the original view after random rotation
with an angular range of [−π/2, π/2].

*Corresponding author.

Table 1. Performance comparison between the base model with
and without the rotational modulation on the validation set of
DOTA-v1.0 under the partially-annotated setting with 5% of an-
notated images.

Modulated Node Modulated Edge mAP

45.12
✓ 46.18

✓ 46.65
✓ ✓ 48.78

3. Rotational Modulation for Relational Graph
Matching

We further conduct a comparison between our proposed
method with and without the rotational modulation on
the relational graph matching. We perform the experi-
ment without the introduction of the proposed Relational
Rank Distribution Matching and weakly supervised learn-
ing methods for a fair comparison. The results are shown in
Tab. 1. The rotational modulations on nodes and edges fo-
cus the matching process on the feature distribution and re-
lational distribution between the predictions with significant
deviations in orientation estimation between the teacher
model and the student model. Therefore, separately apply-
ing the rotational modulation on node and edge matching
can each contribute to performance improvement over the
base model. With the collaboration of rotational modula-
tions applied to both the node and edge matching, the per-
formance of the base model can be enhanced to a significant
degree.

4. Category-Wise Comparison
We provide a detailed category-wise comparison of de-
tection performance between our proposed weakly semi-
supervised method and the competing semi-supervised
methods under the partially-annotated setting with 5% of
the training images manually annotated. The results are
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Table 2. Category-wise comparison between our proposed method and the competing semi-supervised methods on the validation set of
DOTA-v1.0 under the partially-annotated setting.

Method PL BD BR GTF SV LV SH TC BC ST SBF RA HA SP HC mAP

SOOD [4] 65.9 34.6 10.8 24.5 53.8 66.1 81.9 81.0 24.2 51.1 42.3 30.5 21.5 37.8 4.5 42.04
Group R-CNN [10] 60.9 60.0 16.7 46.3 66.4 61.8 78.3 89.2 40.8 60.3 20.3 62.2 33.1 52.9 19.5 51.24
Ours 67.3 62.6 18.6 50.6 65.4 63.8 79.5 89.9 39.4 58.8 42.4 62.3 35.5 49.8 21.8 53.85

shown in Tab. 2. Our proposed method surpasses SOOD
[4], a semi-supervised method specified for oriented ob-
ject detection, and Group R-CNN [10], a state-of-the-art
weakly semi-supervised object detection method, to a sig-
nificant extent on the evaluation metric of mAP. Specific to
each category, our proposed method outperforms the com-
peting methods over most categories, especially for the dif-
ficult categories of bridge (BR), ground-track-field (GTF),
harbor (HA), and helicopter (HC). We attribute the suc-
cess over these categories to several aspects: (1) The pro-
posed Rotation-Modulated Relational Graph Matching and
Relational Rank Distribution Matching methods succeed in
transforming the ambiguous point information into spatial
and semantic information, thus improving the recognition
of the base model on difficult oriented objects in the com-
plex aerial scenes. (2) The proposed weak supervised learn-
ing methods impose positive signals for difficult points to
the base model and alleviate the inaccurate occupancy of re-
gression outputs over densely packed oriented objects, both
of which facilitate the base model to carefully explore the
predicted bounding boxes with accurate categorical infor-
mation for difficult oriented objects.

However, our proposed method performs slightly weakly
in some categories compared to the competing methods.
Specifically, our proposed method achieves a weaker per-
formance in the category of swimming-pool (SP) compared
to Group R-CNN. It is likely attributed to the random sam-
pling strategy, in which the sampled annotated points are
possibly located inside the oriented bounding boxes but out-
side the oriented objects due to the irregularity. For exam-
ple, the annotated points of the HA category are possibly
located in the seawater, which share a similar appearance
as those of the SP category. Therefore, the deviated anno-
tated points from various categories may have an indirect
influence on the performance across categories. In addition,
the proposed method achieves slightly lower performance
in the categories of large vehicle (LV) and ship (SH) com-
pared to SOOD. It may be the case that the significant scale
variance of oriented objects in these categories leads to the
preset anchors being unable to capture the circumscribed in-
formation for constructing reasonable relational graphs and
rank distributions.

Table 3. Extensibility study of our proposed method on the
stronger base models under the partially-annotated setting.

Method Backbone FS WSS

Faster R-CNN [6] ResNet-50 [3] 35.90 53.85
Swin-T [5] 36.83 55.12

RoI Transformer [2] ResNet-50 [3] 36.21 57.99
Swin-T [5] 38.48 58.87

5. Extensibility Study
5.1. Extensibility to Stronger Detectors

We also explore the potential of extending the proposed
method to stronger detectors. We take RoI Transformer [2]
and Swin Transformer [5] based detectors as the stronger
detectors, and implement our proposed method under the
partially-annotated setting with 5% of box-annotated im-
ages. The results are shown in Tab. 3. Even the perfor-
mance of RoI Transformer and Swin Transformer based de-
tectors deteriorate when the annotated images become in-
sufficient. However, with the point-annotated images in-
troduced, all the base models achieve a significant perfor-
mance improvement with our proposed relational match-
ing methods and weakly supervised learning methods, con-
firming the extensibility of the proposed method to further
enhance the performance of stronger detectors when given
sufficient point-annotated images.

5.2. Extensibility to Multi-Scale Strategy

We introduce the multi-scale strategy, as in [9], into train-
ing and inference in DOTA-v1.0 to verify the effectiveness
of the proposed method under the stronger augmentation.
We implement the experiment under the fully-annotated set-
ting, in which the images of the trainval set are treated as
the annotated subset and the images of the trainval set from
DOTA-v2.0 are treated as the point-annotated subset. The
evaluation is performed on the test set through the online
evaluation server. As shown in Tab. 4, the introduction
of the multi-scale strategy obviously improves the perfor-
mance of the base models. With the point-annotated im-
ages and our proposed method introduced, the base model
can be further enhanced to a significant extent, confirming
the effectiveness of our proposed method on the large-scale



Table 4. Extensibility study of our proposed method with multi-
scale strategy under the fully-annotated setting.

Method Type mAP

Faster R-CNN [6] FS 77.46
WSS 78.34

RoI Transformer [2] FS 79.66
WSS 80.56

Table 5. Extensibility study of our proposed method on Soft
Teacher under the partially-annotated setting.

Configs 5% 10%

Soft Teacher [8] 44.11 50.29
Soft Teacher [8] + Point Anno. 48.05 54.35
Soft Teacher [8] + Ours 52.50 57.17

dataset under the strong augmentation.

5.3. Extensibility to Semi-supervised Method

We introduce our proposed relational matching methods
and weakly supervised learning methods into Soft Teacher
to confirm the extensibility of the proposed method to other
semi-supervised methods. The results are shown in Tab.
5. With the annotated points introduced, the pseudo su-
pervision loss on the pseudo annotations of highest scores
over the annotated points improves the performance of
Soft Teacher to a limited extent. However, our proposed
method can further enhance the detection performance of
Soft Teacher under multiple semi-supervised settings, vali-
dating the effectiveness and strong extensibility of the re-
lational matching methods and weakly supervised learn-
ing methods applied to the state-of-the-art semi-supervised
frameworks.

6. Qualitative Results

We qualitatively compare the detection results between the
base detector trained with direct prediction consistency and
our proposed relation-based consistency under the partially-
annotated setting, with 5% of the training images annotated,
on the validation set of DOTA-v1.0. The qualitative com-
parison is shown in Fig. 1. The base detector achieves un-
satisfactory performance on the localization and orientation
estimation of the oriented objects when limited annotated
images are provided. We then introduce the pseudo super-
vision on the pseudo annotations of the highest scores on
the annotated points, which can be treated as the direct pre-
diction consistency. The base model still fails to recognize
the difficult instances, due to the inaccurate pseudo anno-
tations induced by the ambiguous annotated points. How-

ever, our proposed weakly semi-supervised method, with
the proposed relational matching methods to handle the am-
biguity associated with point annotations and weakly super-
vised learning methods to alleviate the inaccurate classifica-
tion and regression outputs, enhances the base model to spot
difficult instances in challenging aerial scenes.
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(a) Ground truths.

(b) Qualitative results of the base detector trained on only 5% of fully-annotated data.

(c) Qualitative results of the base detector trained with only prediction consistency on point-annotated images.

(d) Qualitative results of the base detector trained with our proposed weakly semi-supervised method.

Figure 1. Qualitative comparison of the base detector trained under different settings.
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