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A. Data Analysis on FLD-5B
A.1. Annotation Statistics

The statistics for each annotation type within our dataset
are presented in Table 1.

Firstly, we have around S00M text annotations, includ-
ing brief, detailed, and more detailed texts with different
lengths. It is noteworthy that our detailed and more detailed
text has 4x and 9x number of tokens compared with the brief
text that is similar to COCO captions [3]. These lengthy an-
notations provide much richer information for comphren-
sive visual understanding.

In addition, our dataset has around 1.3B region-text an-
notations, which is more than 30x larger than the academic
object detection datasets such as OpenImages [17] and Ob-
ject 365 [34]. On average, each image has around 5 regions,
and each region is annotated with either a phrase or a rel-
atively longer brief text. Note that the regional brief text
(2.55 avg tokens) is shorter than typical brief text annotation
(7.95 avg tokens), as the regional brief text annotation ac-
tually includes a mixture of phrase, noun chunks, and brief
text based on the Florence-1 score.

Moreover, we collect text-phrase-region annotations that
include more than 3.6B phrase-region pairs for the S00M
text annotations. Specifically, the brief text annotation has
4.27 average phrase-region pairs, while detailed and more
detailed text annotation has more than 10 pairs, indicating
that the richer text annotation covers more objects and their
corresponding phrases in the text.

A.2. Semantic Coverage

Our text annotations include various types, analyzed us-
ing SpaCy [11] for semantic coverage. We categorize to-
kens based on part-of-speech tags into types, e.g., objects,
attributes, actions, and proper nouns, and introduce foken
complexity based on their connections in the dependency
parsing tree. This study mainly focuses on the complexity

of objects and actions. Table 2 presents the statistics on the
average number of semantic elements and their correspond-
ing complexity. The results indicate that more detailed text
annotations lead to an increase in semantic elements and
their complexity, especially for actions, which significantly
outnumber those in brief texts. This suggests traditional
brief texts are less effective in describing image actions.
Objects and actions in detailed texts have more semantic
connections, with actions showing a significant increase in
complexity.

A.3. Spatial Coverage

Our region-text and text-phrase-region annotations, rep-
resented by bounding boxes and masks, capture the loca-
tion of visual concepts within images. The distribution of
box areas, as shown in Figure 1a, reveals more small boxes
in region-text pairs and a uniform box size distribution in
text-phrase-region triplets. This difference stems from the
the divergent origins of these boxes: object detectors for
region-text pairs and a grounding model for text-phrase-
region triplets, which aligns boxes to textual phrases rep-
resenting both localized and overarching image concepts.
In Figure 1b, the log-format distribution of aspect ratios is
illustrated. Region-text pairs and text-phrase-region triplets
exhibit similar symmetric distributions, covering a wide
range of aspect ratios. Heatmaps of the box center for each
annotation type, shown in Figures. Ic and 1d, indicate a
center bias, with region-text pairs displaying a more uni-
form distribution than text-phrase-region triplets.

B. Experiments

B.1. Setup for Pre-training

We initialize the weights of the image encoder and
multi-modality encoder-decoder from UniCL [42] and
BART [18], respectively. We adopt AdamW [25] with co-
sine learning rate decay [24] for training our models. We



Annotation Type Text Type #Image Annotations | #Avg Tokens | #Regions | #Avg Regions | #Avg Regional Tokens
Text Brief 235M 7.95 - - -
Detailed 126M 31.65 - - -
More detailed 126M 70.53 - - -
Region-Text Phrase 126M - 681M 5.42 1.19
Brief 126M - 681M 5.42 2.55
Text-Phrase-Region | Brief 235M 7.95 1007M 4.27 1.93
Detailed 126M 31.65 1289M 10.25 1.49
More detailed 126M 70.53 1278M 10.17 1.35
Table 1. Annotation statistics of FLD-5B dataset.
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Figure 1. Distributions of bounding boxes in FLD-5B dataset.

Text Type | Brief | Detailed | More detailed
#Image Annotations 235M 126M 126M
#Avg Tokens 7.95 31.65 70.53
#Avg Objects 3.23 13.31 28.06
#Avg Attributes 2.80 7.27 16.25
#Avg Actions 0.58 4.21 8.76
#Proper Nouns 1.10 2.40 2.41
Avg Object Complexity 2.80 4.00 4.02
Avg Action Complexity 1.14 3.63 4.38

Table 2. Statistics of the average number of semantic elements and
corresponding complexity in FLD-5B dataset.

leverage Deepspeed [32] and mixed precision to improve
the training efficiency. The maximum learning rate is set at
le — 4 for the base model and le — 5 for the large model.
A linear warm-up to the maximum learning rate is applied
during the first 5,000 optimization steps.

We train our models with a mini-batch size of 2048/3072
(base/large) and an image size of 384 %384 until reaching
3 billion effective training samples. Similar to [4, 12,31,
43,45], we further conduct high-resolution tuning with an
image size of 768x768 for 0.5 billion samples for the base
model and 0.1 billion samples for the large model.

B.2. Downstream Tasks Fine-tuning

In this section, we investigate the performance of our
single model fine-tuning on downstream tasks. This exper-
iment highlights the superiority of Florence-2 pre-training

over previous approaches, as it demonstrates the effective-
ness of the learned universal image representation. We use
the base size model with about 80M parameters in our ex-
periments to ensure fair comparison with other methods.

Object detection and segmentation. We conduct COCO
object detection and instance segmentation [21] experi-
ments with Mask R-CNN [9], and COCO object detec-
tion [21] experiments with DINO [46] to further demon-
strate the effectiveness of Florence-2 pre-training. We train
on the train2017 split and evaluate on the val2017 split.

For Mask R-CNN [9] experiments, we follow the com-
mon setup used in [22, 46], we use the standard 1x (12
epochs) schedule with multi-scale training for all experi-
ments. The learning rate is stepped down by a factor of 0.1
at the 67% and 89% of training epochs. We do not use any
additional augmentation (such as random crop, mosaic, etc)
or optimization techniques (such as EMA, weight normal-
ization) during training to ensure a fair comparison. We do
not use any test time augmentation (TTA) either. Thanks
to the strong universal representation learned by Florence-2
pre-training, we do not require longer training epochs, such
as 36 epochs in [22,37,40,41], or 100 epochs in [19], to
achieve better results.

For DINO [46] experiments, we train DINO-4scale [46]
detector for 12 epochs (1 x) using the same data augmenta-
tion strategy as employed by [2].

First, our base model achieves a strong performance im-
provement compared to other approaches. As shown in Ta-
ble 3, our DaViT-B model pre-trained by Florence-2 sur-
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Figure 2. Training efficiency on COCO object detection and segmentation, and ADE20K semantic segmentation tasks.

passes previous best base model (ConvNext v2-B), which
is pre-trained by FCMAE [37], by 0.7 AP, using Mask
RCNN. Importantly, while ConvNeXt v2-B leverages a 3 x
schedule (36 epochs), our model efficiently employs a 1x
schedule (12 epochs) thanks to our powerful pre-trained
universal representation. For DINO framework, our model
significantly outperforms the ViT-B, achieving a notable
improvement of 4.2 AP.

Second, our pre-training demonstrates higher training ef-
ficiency. As shown in Table 4 and Figure 2, compared to
the model with supervised ImageNet-1k pre-training, our
model with Florence-2 pre-training achieves 4x efficiency
and a significant improvement of 6.9 AP and 5.5 AP with
Mask-RCNN and DINO framework, respectively.

Third, our pre-training provides a good generic rep-
resentation without extensive fine-tuning. Table 4 indi-
cates that the models with Florence-2 pre-training main-
tains competitive performances when the first two stages
are frozen with only 0.3 and 0.2 drops for Mask-RCNN
and DINO, respectively. Moreover, our approach with com-
pletely frozen backbone can outperform the model with su-
pervised ImageNet-1k pre-training by 1.6 and 2.4 for Mask-
RCNN and DINO.

Semantic segmentation. We conduct semantic seg-
mentation experiments with UperNet [38] framework on
ADE20k [47] dataset. We mostly follow the training and
evaluation protocols from Swin [22]. Specifically, we use
input size 512x512 and train the model for 40k iterations
with a batch size of 64. We adopt the AdamW [25] op-
timizer with the optimal learning rate searched from {8e-
4,4e-4,2¢-4,1e-4}.

Our results show a similar trend to the object detection
experiments. As illustrated in Table 5, our base model out-
performs the previous SoTA model, which is BEiT pre-
trained ViT-B [1], by 1.3 and 1.4 points in single-scale
and multi-scale testing protocol, respectively. With the
same backbone architecture of DaViT-B [5], Florence-2
pre-trained model achieves a remarkable improvement of
4.9 points and 4 x efficiency compared to the ImageNet-1k

Mask R-CNN  DINO

Backbone Pretrain AP, AP, AP
ViT-B [19] MAE, IN-1k | 51.6 459 55.0
Swin-B [22] Sup IN-1k 50.2 - 534
Swin-B [22] SimMIM [39]| 52.3 -

Sup IN-1k 49.0 437 -
Sup IN-1k 49.8 44.1 54.4
Sup IN-1k 503 449 52.6
Sup IN-1k 51.0 456 -
FCMAE 529 46.6 -
Florence-2 53.6 464 59.2

FocalAtt-B [41]
FocalNet-B [40]
ConvNeXt v1-B [23]
ConvNeXt v2-B [37]
ConvNeXt v2-B [37]
DaViT-B [5]

Table 3. COCO object detection and instance segmentation
results using Mask-RCNN framework, and COCO object detec-
tion results using DINO-4scale framework. All the entries use
a base size model to ensure a fair comparison. For Mask-RCNN
experiments, our method utilizes 1x schedule (12 epochs), ViT-B
use 100 epochs, all others use 3x (36 epochs). For DINO experi-
ments, all the entries use 1x schedule except for ViT-B which uses
50 epochs.

Pretrain Frozen stages Mask R-CNN - DINO - UperNet
SHECS| AP, AP, AP mloU
Sup IN1k n/a 46.7 420 53.7 49
UniCL [42] n/a 50.4 45.0 57.3 53.6
Florence-2 n/a 536 464 59.2 54.9
Florence-2 [1] 53.6 463 59.2 54.1
Florence-2 [1,2] 533 46.1 59.0 54.4
Florence-2 [1,2, 3] 495 429 56.7 49.6
Florence-2 [1,2,3,4] 48.3 445 56.1 45.9

Table 4. Downstream task fine-tuning on COCO and ADE20K
dataset. COCO object detection using Mask R-CNN and DINO.
ADE20K semantic segmentation using UperNet. All entries use
DaViT-B with 80M parameters as the backbone and standard 1x
schedule.

pre-trained counterpart as demonstrated in Table 4 and Fig-
ure 2.



Backbone Pretrain mloU ms-mloU
ViT-B [8] Sup IN-1k 474 -
ViT-B [8] MAE IN-1k 48.1 -
ViT-B [1] BEiT 53.6 54.1
ViT-B [28] BEiTv2 IN-1k 53.1 -
ViT-B [28] BEiTv2 IN-22k 53.5 -
Swin-B [22] Sup IN-1k 48.1 49.7
Swin-B [22] Sup IN-22k - 51.8
Swin-B [22 SimMIM [39] 52.8

Sup IN-1k 49.0 50.5
Sup IN-1k 50.5 51.4

FocalAtt-B [41]
FocalNet-B [40]

ConvNeXt v1-B [23] Sup IN-1k - 49.9
ConvNeXt v2-B [37] Sup IN-1k - 50.5
ConvNeXt v2-B [37] FCMAE 52.1

DaViT-B [5] Florence-2 54.9 55.5

Table 5. ADE20K semantic segmentation results using Uper-
Net. The input size is 512 x 512 for all the entries, except for mod-
els with BEIT pre-trained, which use the input size of 640 x 640.

B.3. Ablation Studies

Multitask transfer. In this study, we aimed to identify the
most effective pre-trained model for transfer learning across
various downstream tasks in computer vision. We compared
three different models, each pre-trained on a different com-
bination of tasks:

* Image-level Model: pre-trained on image-level tasks
only

* Image-Region Model: pre-trained on image-level and
region-level tasks

* Image-Region-Pixel Model: pre-trained on image-
level, region-level, and pixel-level tasks

For pre-training, we optimize all models for the same
number of effective samples (72M) on a subset of our FLD-
5B dataset.

These models are then transferred to a combined dataset
with four downstream tasks, each representing a differ-
ent level of task granularity: COCO caption (image-level
task), COCO object detection (region-level task), Flickr30k
grounding (region-level task), RefCOCO referring segmen-
tation (pixel-level task).

The results are shown in Figure 3. The results demon-
strate that Image-Region-Pixel Model, pre-trained on all
three levels of tasks, consistently demonstrated competitive
performance across the four downstream tasks.

For the COCO caption task, Image-Region-Pixel Model
initially performs worse than Image-level Model and
Image-Region Model but eventually achieve a final perfor-
mance (133.4 CIDEr) that is only slightly worse than the
other models (134.6 CIDEr).

Model Caption  Detection  Grounding RES
CIDEr AP Recall@l  mIOU olOU

Base 118.7 19.7 76.3 186 17.8

Large 124.4 22.6 78.2 215 191

Table 6. Model scaling. Zero-shot performance on COCO cap-
tion and COCO object detection, Flickr30k grounding, RefCOCO
referring expression segmentation(RES).

For the COCO object detection task, Image-Region-
Pixel Model outperforms Image-level Model by a signifi-
cant margin (28.3 vs. 0.1) and was only slightly worse than
Image-Region Model (29.7).

For the Flickr30k grounding task, Image-Region-Pixel
Model shows strong performance (78.1 recall@1), compa-
rable to Image-Region Model (79.1 recall@1) and signifi-
cantly better than Image-level Model (62.0 recall@1).

For the RefCOCO referring segmentation task, Image-
Region-Pixel Model clearly outperforms both Image-level
Model and Image-Region Model, achieving the highest per-
formance (31.6 mloU) compared to the other models (28.4
and 18.2 mloU).

Our findings suggest that the Image-Region-Pixel
Model, which is pre-trained on tasks at the image, region,
and pixel levels, is the most effective base model for transfer
learning across various computer vision tasks. This model
shows strong performance on all four downstream tasks
we evaluated, and consistently outperforms the Image-level
Model and matches or exceeds the Image-Region Model in
performance. By pre-training a model on tasks at differ-
ent levels of granularity, we can ensure that the base model
is better prepared to handle a diverse range of downstream
tasks, offering a versatile and robust solution for transfer
learning in computer vision.

Model scaling. We aimed to investigate the impact of in-
creasing model capacity on zero-shot performance on var-
ious downstream tasks in computer vision. We compared
two models: Florence-2-B and Florence-2-L, which have
232M and 771M parameters, respectively. The model ar-
chitectures are described in Table 11. We show the zero-
shot performance on four downstream tasks in Table 6. The
large model clearly outperforms the base model across var-
ious downstream tasks.

Data scaling. We conducted experiments to study how
zero-shot performance on various computer vision tasks is
affected by the scale of pre-training data. We used four dif-
ferent data sizes for pre-training: 0.12M, 0.36M, 1.2M, and
12M images. All models were trained with the same effec-
tive sample size (72M) on a subset of FLD-5B data.

Table 7 presents the zero-shot performance results on
COCO caption, COCO object detection, Flickr30k ground-
ing, and RefCoco referring segmentation (RES) tasks. We
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Figure 3. Multitask transfer. We conduct experiments with three different versions of Florence-2 models, each trained on a different
level of image annotation: image level, image and region level, and image, region, and pixel level. We then evaluate the transfer learning
performance of these models on four downstream tasks: COCO caption, COCO object detection, Flickr30k grounding, and Refcoco

referring segmentation.

Data| Caption Detection Grounding RES Caption Detection Grounding RES
size| CIDEr AP Recall@l mIOU oIOU V Pre L Pre| CIDEr AP Recall@l mIOU oIOU
0.12M 102.8 16.1 74.0 159 16.6 Freeze Vision Encoder
0.36M 1143 18.7 75.8 166 16.4
1.2M 118.1 18.9 76.3 19.3 184 Y Y | 120.0 69 66.3 09 136
12M 118.7 19.7 76.3 186 178 Unfreeze Vision Encoder
v 81.3 49 69.0 153 15.6
Table 7. Data scaling. Zero-shot performance on COCO caption, v 117.4 19.6 75.2 215 193
COCO object detection, Flickr30k grounding, COCORef referring v v 118.7 19.7 76.3 18.6 17.8

segmentation.

can observe a trend of improved zero-shot performance on
the downstream tasks as the pre-training data size increases
(except for RES, 1.2M data has slightly better performance
compared to 12M).

Our experiments on data scaling demonstrate that larger
pre-training data sizes generally lead to improved zero-shot
performance across a variety of downstream tasks. This
finding suggests that investing in larger pre-training datasets
can provide a more effective and versatile foundation for
handling a wide range of downstream tasks.

Our approach to scaling data is significantly more effi-
cient than relying solely on human annotations, as most of
the annotation generation is performed using model infer-
ence. By leveraging specialist models to generate annota-
tions, we can substantially reduce the time and cost asso-
ciated with manual annotation efforts, which often involve
labor-intensive processes and may be subject to human er-
rors or inconsistencies.

Furthermore, utilizing model-generated annotations al-
lows for rapid and efficient scaling of pre-training datasets,
enabling exploration of the impact of larger data sizes on
model performance in various computer vision tasks. This
approach ensures a sustainable and scalable annotation pro-
cess as demand for high-quality labeled data increases. In
summary, our data scaling approach offers a more efficient

Table 8. Basic components. Zero-shot performance on COCO
caption, COCO object detection, Flickr30k grounding, and CO-
CORef referring segmentation. V Pre and L Pre indicate that using
vision and language pre-training initialization, respectively.

alternative to traditional human annotation methods by har-
nessing the power of specialist models for annotation gener-
ation. This strategy enables us to accelerate the pre-training
process, optimize model performance, and effectively man-
age the ever-increasing demand for labeled data in the field
of computer vision.

Training settings. We analyze the basic model training set-
tings for the two primary components of our model, namely
the vision encoder and the multi-modality encoder-decoder.
The experiment results are presented in Table 8

We observe that freezing the vision encoders does not
affect the performance of image-level understanding tasks,
but significantly reduces region-level or pixel-level task ef-
fectiveness(e.g., AP on COCO object detection drops from
19.7 to 6.9). Previous methods for pre-training vision
foundation models mainly focus on image-level tasks (e.g.,
image classification [10, 15], image-text contrastive learn-
ing [31,45]), which may not provide them with sufficient
region-level and pixel-level skills for downstream tasks.
Therefore, it is important to unfreeze the vision backbone,
enabling it to learn region-level and pixel-level features for



various downstream tasks.

The effect of language pre-training weights on multi-
modal encoder-decoder tasks varies depending on the task.
Tasks that require more text understanding, such as caption-
ing and grounding, benefit slightly from using language pre-
training weights (e.g., COCO caption, Flickr30k ground-
ing). Tasks that are mostly vision-focused, such as object
detection and region segmentation, do not gain much from
using language pre-training weights (for COCO object de-
tection, the gain is only 0.1; for RES tasks, which use only
localization tokens, the drop is 2.91 mIOU).

We investigate how training configurations affect a foun-
dation model’s performance in region-level and pixel-level
tasks. Unfreezing the vision backbone significantly en-
hances its ability to learn from regions and pixels, aiding
in various downstream tasks. Additionally, language pre-
training weights aid tasks requiring text understanding but
are less impactful for purely vision-based tasks.



C. Supported Tasks and Annotations in Florence-2

Task Annotation Type Prompt Input Output
Caption Text Image, text Text
Detailed caption Text Image, text Text

More detailed caption Text Image, text Text
Region proposal Region Image, text Region
Object detection Region-Text Image, text Text, region
Dense region caption Region-Text Image, text Text, region
Phrase grounding Text-Phrase-Region Image, text Text, region
Referring expression comprehension Region-Text Image, text Text, region
Open vocabulary detection Region-Text Image, text Text, region
Referring segmentation Region-Text Image, text Text, region
Region to segmentation Region-Text Image, text, region Region
Region to text Region-Text Image, text, region Text

Text detection and recognition Region-Text Image, text Text, region

Table 9. Supported Tasks and annotations used for Florence-2 pretraining.

D. Supervised Data Collection for Generalist Model Fine-tuning

Task

Dataset

Caption

Text Caption
Paragraph caption
Detailed caption
Detection

Phrase Grounding
Referring expression
Referring expression segmentation
Region to category
Region to polygon
VQA

OCR

COCO [3]

TextCaps [35]

Standford Paragraph Caption [14]

Localized Narratives [30]

COCO [20], Object365™ [34], Open Images™ [16]

Flickr30k, Object365™ [34], Open Images™ [16]

RefCOCO-mix (RefCOCO, RefCOCO+, RefCOCOg) [13,26,44]
RefCOCO-mix (RefCOCO, RefCOCO+, RefCOCOg) [13,26,44]
COCO [20], Object365* [34], Open Images™ [16]

COCO [20] (after deduplicating RefCOCO-mix val)

VQAV2 [6], OKVQA [27], AOKVQA [33], TextVQA [36], ViZWiz VQA [7]
Subset from FLD-5B OCR (2 millon samples)

Table 10. Collection of dataset for finetuning one single generalist model for downstream tasks evaluation. * indicates using the annotations
from FLD-5B, which merges original annotations with ours.

E. Model Configuration
Model Image Encoder (DaViT) Encoder-Decoder (Transformer)
dimensions blocks heads/groups #params | encoder layers decoder layers dimensions #params
Florence-2-B | [128,256,512,1024] [1,1,9,1] [4,8,16,32] 90M 6 6 768 140M
Florence-2-L | [256, 512, 1024, 2048] [1,1,9,1] [8,16,32,64] 360M 12 12 1024 410M

Table 11. Model configuration of different size.
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If you can’t explain it simply, you
don’t understand it well enough.

(b) Region w/ phrases

it

[BIPBIIGENEER] parked next to Gther cars? on
a dirt road®.

Albert Einstein portrait with Albert Einstein quote}
If you can’t explain it simply, you
don’t understand it well enough

Guote? if you can’ t explain it

simply, you don " t understand it well enough.

(d) Text-phrase-region w/ brief text

the image shows EIfG6H with tWo massage ta
bles? 2 tables, each with blue cloth* draped over
them, a wooden door®, @lchair® with GUSHiGNs!,
, a curtain'®, and ceiling
lights™" and [chandeliers? on
- is located in siladon spa phuket, with a
price tag'® of 500 333" white and a 10 percent
discount.

the image shows a modern and luxurious spa - like
room with two massage tables in the center. [fig
[EBIESY are covered with blue liiéns? and have a
wooden frame. on the right side of the room, there
is alarge painting® of a hanukkah menorah on the
wall. above the tables, there are two crystal chan-

deliers* hanging from the ceiling®.  the'walls®
are painted in a light beige color and fHeNfl6or]
is made of wood. [iEIBBHE has a large WiNGOWS
with sheer curtains'®, allowing natural light to en-
ter. there is also a wooden door™" on the left side,
which leads to another room.

the image shows parked next
to @another police car? on a dirt road® sur-
rounded by trees®, poles®, grass®, houses,
and

the image shows a black and white

of alberteinstein? with the quote® " if you can
" t explain it simply, you don ' t understand
it well enough " written in  bold white font*
underneath. the man? in the portrait has a
serious expression on his face®, as if he is
deep in thought.

(e) Text-phrase-region w/ detailed text

the image shows a police car parked on a dirt
road in a park. is white with blue
and black checkered stripés? on the hood
and roof.  the word® " own " is written in
blue letters on the front of the car. there is a
red siren® on top of the police car and a yel-
low license plate? that reads ” be 14 €8 ". in
the background, there are Btfer|police cars’
parked on the side of the road and [E8H and
grass on the ground.

If you can’t explain it simp]
don’t understand it well enough

the image is a black and white portrait of al-
bert einstein, i and no-
bel prize - winning physicist. he is shown sit-
ting in a chair with his Fands? clasped to-
gether in prayer. he has a serious expres-
sion on his face and is looking off to the side.
the background is blurred, but it appears to
be a room with a window. the image is ac-
companied by a quote from einstein that reads
"if you can ' t explain it simply, you don " tun-
derstand it well enough. ".

(f) Text-phrase-region w/ more detailed text
Figure 4. Examples of annotations in FLD-5B.

the image shows a 3

2 in englefield green with a gated®,

wooden deck® with &rtabled | and

BIP6HY with a plant™® on the table',
[ with a roof'®, pots'® with plants‘7

grass'® on the ground, trees'® in the back, and a

sky?® with clouds?! in the background.

garage’, a

the image shows ElWoodenIdeck: in a backyard
with @Wooden table? and six chairs®. the deck*
is surrounded by a wooden fence® and there are
several potted plants® and fées? in the background
on the left side of the deck, there is

with 19 shed on the right
side. the sky'! is overcast and the overall atmo-
sphere of the backyard is peaceful and serene.



G52 e

BPafgaBear] walking on the grou
2

in front of a Foek?.

(d) Text-phrase-region w/ brief text

[EIGFOUPIGHPEapIE] standing next to each other holding &
ball?.

the image shows [WElifienl and {Wo women? standing
ing on @lushgreen field® the back-  next to each other, all with smiles® on  their faces*, hold-
ground and a blue sky* above. the text® on the ing aball® in fhgif FandsS. in the background there is &
right reads " know your GOWSS: 44 preeds? from Walll, EIBBH Eete, and a few other objects.
EBSRISERIENGNSA to vaoyu, wilh ESsentiaNfacE

on history, country of origin, physical attributes ”.

the image shows the image shows

walking across @ dirt road? in a
z00, surrounded by lush green
plants® and a large rock? in the
background.

(e) Text-phrase-region w/ detailed text

the image is a cover of a book titled " know your
[68WSl " by jack byard. it features a photograph of
a cow standing in a field? with other cows graz-
ing in the background. the cow? in the foreground
is a brown and white cow* with a big nose® and
big €&rs®, looking directly at the camera. the back-
ground is a blue sky with white clouds.

of the book is written in white text on the top right
corner of the image.

the image shows four people standing in a gymnasium.
on the left, there is Elifiianl wearing a white t shirt?
with red stripes. he is holding a green netball ball® in his
hands®. next to him, there are two women?®, one wear-
ing a black jacket and the other wearing a blue jacket.
@llfour peopled are smiling and appear to be happy. the
background shows a yellow wall and a blue net.

the image is of a giant panda walk-
ing on a rocky path.

2 is facing towards the right side

of the image and appears to be

walking with purpose. ithas a blac
and white fur coat and a round

face with large black eyes. its

ears® are perked up and its mouth
is slightly open, as if it is about to

speak. the background is blurred,

but we can see a rocky cliff and

some green plants.

(f) Text-phrase-region w/ more detailed text

a close up of EIPIEAN with &flGWer? in the
background.

the image shows a close up of EHfIGWER in
fthe grass? with its green petals® and purple
flowers? in the foreground, and a few plants®
8 in the background.

the image is a close - up of a flower in a gar-

den. has a round, green stem
with multiple pointed tips that are arranged
in a circular pattern. the center of the flower
is covered in small, dark green seeds. the
§6eds? are densely packed and appear to be
densely packed. the background is blurred,
butitappears to be a garden with other plants
and flowers. on the left side of the image,
there is a small purple flower® with a yellow
center.

Figure 5. Examples of annotations in FLD-5B (continued).



G. Qualitative Evaluation and Visualization Results

G.1. Visual Grounding

Visual Groundi

Prompt: Locate the phrases in the caption: {caption}

The image shows a group of five cartoon monsters. On
the left side, there is — with horns
and a big smile on its face. Next to it, there are
two Bmaller monsters?, one black and one green. The
black monster® has two large horns on its head and
is standing in the center of the group. The green
monster? on the right side is a green monster with
big eyes and a long antennae. It is standing on

its hind legs with its arms stretched out to the
sides. In the middle of the image, there appears to
be EVsmall Blue monster® with a round head and two
antennae on its back. The background is light beige
with small green circles scattered around.

The image shows a cluttered room with a black and
white checkered - On the right side of the

image, there is a small white @abinet? with a televi
sion® on top of it. Next to the cabinet, there are
several items’ scattered on the floor, including a
red blankets, a wooden stoole, and a pile of trash.

On top of the cabinet is EpilctureNframe’ and a -
In the center of the room is EiEICCIECETIGETaton]
with a few items on top. The walls'® are painted
white and there are ENEEWIEI6EHEs™ hanging on a
- on the left wall. The room appears to be in
disarray, with some items strewn about and others
scattered around.

The image shows a kitchen countertop with various
kitchen items on it. On the left side of the
countertop, there is a microscope with a black body
and a white IEHBY. Next to the microscope, there are
two bottles of [CORAIMEAES? - one with ENEEd label3l
and the other with green. On top of the microscope
is A , a red plate7,

and a yellow corn®fl on the cob. In the center of

the image, there appears to be EEEyinGEPERS with a

on it, and on the right side is a white
sink'? with a white [faucet®. The countertop“ is made
of wood and has a gray tile backsplash.

Figure 6. Visual grounding prediction results.



Visual Grounding

Prompt: Locate the phrases in the caption: {caption}

The image is a flat lay of various food items
arranged on a white marble countertop. On the left
side of the image, there is . Next
to it, there are [glices 6f cheese?, a glass of 0il?,

coffee beans’, B zZucehini®, a bunch of _,
two _, a avocado® and a few whole
spinach leaves’. In the center of the table, there
appears to be ENPEISNOENGECHAGNSESER o [EEEEM.

two eggs'?, two _, and some dark

chocolate bars'?. The items are arranged in a way
that suggests they are being prepared for a meal.

The image shows a modern kitchen with a large window
on the left side. FHEPWINESH] has a view of trees

and greenery outside. On the left side of the image,
there is a blue sofa’ with a wooden coffee table in
front of it. Above the table, there are three copper

pendant lj.ghts3 hanging from the ceiling. There is

@llarge#sland? with a white countertop. There are

[EWCNBEENSESOIS’ next to the table. In the center of
the kitchen, there is FIECEEICIGECERIBIEREE on the
table. _ is made of light-colored wood and
the walls® are painted in a dark blue color.

The image shows a - standing in a kitchen with
a small dog. _ is wearing a plaid BHI¥EY and
jeans3 and is holding a red cup4 in his hand. The
dog® is a light brown color and is standing on a
tiled [ETGGET. _ has wooden _ and
a countertop9 with various kitchen utensils hanging
on the wall. There is a window'® with yellow [GHE
- in the background. On the right side of the

inage, there is ENNGOGSRNSUEEGNBOEEGEN <o o wooden

Figure 7. Visual grounding prediction results. (continued)



G.2. Detailed Image Caption

Detailed Image Caption

Prompt: Describe with a paragraph what is shown in the image.

The image is a hand-drawn illustration of a glass of
gin and tonic. The glass is filled with ice cubes,
lime slices, and a slice of lemon. There is a straw
sticking out of the top of the glass. The background
is a light green color with a grungy texture. On

the right side of the image, there is a list of
ingredients written in black ink. The text reads
"Gin & Tonic" and "2o0z gin, 50z tonic water, 2-4 ice
cubes lime slice for garnish".

The image shows the interior of a grocery store

with a large variety of fruits and vegetables on
display. The store has a high ceiling with green

and white striped awnings, and the floor is made

of wood. There are rows of wooden crates filled

with different types of fruits, including apples,
oranges, lemons, limes, and limes. The crates are
arranged in neat rows, and there are price tags
attached to each crate. In the background, there are
shelves stocked with various items such as fruits,
vegetables, and other grocery items. The overall
atmosphere of the store is bright and colorful, with
a sense of freshness and abundance.

20 YEARS MOVIE-MAGIC

The image is a movie poster for the film "Harry
Potter and the Sorcerer’s Stone" starring Ron
Weasley. The poster features a young boy, Ron
Weasley, standing in front of a dark background
with a castle-like structure in the background. He
is wearing a school uniform with a Gryffindor crest
on his jacket and a red tie. He has blonde hair and
is looking directly at the camera with a serious
expression on his face. The title of the film is
written in white text at the top of the poster, with
the tagline "20 years of movie magic" written in
smaller text below.

&

Jlarty Polter

S(i)l(k,.F]{Fl{ STONE

The image is a digital illustration of a girl
hugging a white cat. The girl is wearing a pink
sweater and has long brown hair. She is sitting on a
green surface with several potted plants and flowers
around her. The plants have green leaves and pink
and white flowers. There are also two butterflies
fluttering around the scene. The background is
white. The overall style of the illustration is
cartoon-like and playful.

Figure 8. Detailed captioning prediction results.



G.3. Dense Region Caption

Dense Region Capti

Prompt: Locate the objects in the image, with their descriptions.

e -;t 8 nior
missing from it :
1 ‘rrﬁ.

blonde woman working on Microsoft Surface Laptop on couch

dog on wooden bench in living

ro

‘wooden side table with red phone and white mug -

Ayoung girl holding a green and blue tennis § motorcycle engine with cme

racket. exhaust pipes and exhaust

pipe

Figure 9. Dense region caption prediction results.



G.4. Open Vocabulary Detection

Open Vocabulary Object Detection <

Prompt: Locate Five Alive juice box(and)Col-  Prompt: Locate Chewbacca in the image.
gate toothpaste in the image.

B

S

22

Prompt: Locate giraffe in the image. Prompt: Locate Mercedes-Benz(and)M2(and)Audi in
the image.

giraffe g giraffe:
giraffe

giraffe.

3 Vsl

Prompt: Locate the objects with category name

in the image.
kitchen & dining room table

i

‘R’)Q:l{vm..ff*

Figure 10. Open vocabulary object detection prediction results.



G.5. OCR

Ocr with region

Prompt: What is the text in the image, with regions?

E—aﬁq 57‘/*&9 8;/)974/1

ﬁfcowxu - S spovnd Decf on ,i/a'//ﬁﬂ — ) ) )
80 -/ can best brro)b Brown 1 1lb. ground beef in skillet
4 carn Cleam ol Mo shrressyy 2P | Add 1 can beef broth?®
Lt in sguare E A2k Yo alove - ) 1 can cream of mushroom soup®
57 8024&/&4 Clteary é}}fii { Cut in squares & 2dld to above 8

1/ Boz pkg. cream cheese®
Simmer 20-3 min.’

Emmen - 20- 30 min].

Berve oven. ol ruce /rood (es |
‘ B 9/ VNG ERIRECIpEsY EasysSeEogane] Charlotte Miller'
fintage Recipes/Easy-Shogansf 0 han )o o AL g i
i Lsa] Tulsa

COFFEESTEA

$1.69/51.89/5$2.09° $3.49/$3.99%

[T(’\Of Cotfee { Hot Coffee/Tea® [Taro®
\CCd (offe€ /TCq

H

Iced Coffee/ Tea' -
P Honeydew?'®
ol e ffoneyden] HOENCHOGOIAER] Honeyaew'”
C,t\m/\“ E Y exvy $3,49/$ 3.99'" [SErawberry” =
Caramel®®
$1,99/%2,29/$2:59'® SPECIALTY Brew !!'7
Jasmine GreenTea'®

S 4
ot A
sonin LEONARDO*
= JNILAPRIU * DiCAPRIO?
2 ] > ROBERT’
WBER] 46 ,
1y ] DE NIRO
. l] :l | I I{I LILY®
' = Ty GLADSTONE®
. s “ﬂ‘:ﬂlht A MARTIN SCORSESE PICTURE’
e . KILLERS®
: ; PB? FLOWER'
3 MOON"*
| g SCREENLY ERIC ROTH AND MARTIIN SCORSESE DIRECTED
1/. BYMARTIN SORSESE'?
g LUWER

/4

00N 5

Figure 11. OCR with region prediction results.



G.6. Region to segmentation

Region to Segmentation

Prompt: What is the polygon mask of region
(loc_586) (loc_294) (loc_929) (loc_814)

Shoes Store STORE  BLOG FORMEN  ONSAL

Frea Shipping Al Over movo

NEW PRODUCT

Cool Air Shoes

© ON DEMANDS

Prompt: What is the polygon mask of region
(loc_541)(loc-266) (loc_692) (loc_627)

Prompt: What is the polygon mask of region
(loc_386) (loc_53) (loc_759) (loc_998)

Prompt: What is the polygon mask of region
(loc_317)(loc_314) (loc_893) {loc_904)

Prompt: What is the polygon mask of region
(loc_583) (loc_66) (loc_794)(loc_331)
: B

{Halfe Talfd Hall
Half Half Hi

Prompt: What is the polygon mask of region
(loc_102) (loc-7) (loc_375) (loc_-648)

Figure 12. Region to segmentation prediction results.




H. Comparision with LMMs on Detailed Caption Task

Florence-2: The image is a photograph of a handwritten note from a person named Angelica. The note is
written in black ink on a white background. The handwriting is neat and legible, and it appears to

be a handwritten letter. The person’s name, Jonathan, is written at the top of the note in a cursive
font. Below the name, there is a note that reads, "I’'ve got to admit, London’s lights have nothing on
our family get together. I miss that, I miss you guys too. Let’s not get too happy about it though I’'m
keeping my fingers crossed for a trip back stateside. Give a big hug to Amelia for me. Will you?"

GPT-4V’: The image shows a handwritten note addressed to Jonathan. The note conveys a personal message
from the sender, Angelica, who admits to missing family gatherings and the feeling of home, contrasting
it with the lights of London. Angelica expresses a longing to return stateside and asks Jonathan to give
Amelia a big hug on her behalf. The tone of the note is casual and warm, with a sense of fondness and a
hint of homesickness. The note is written informally, suggesting a close relationship between the sender
and the recipients.

LLavA’: The image is a handwritten letter on a piece of paper, written by a person named Jonathan. The
letter is addressed to someone named Angela, and it appears to be a heartfelt message expressing love and
affection. The letter is written in cursive, giving it a personal and intimate touch.

MiniGPT-4°: The image is a handwritten letter from an unknown person to someone named Angel. The letter
is written in black ink on a piece of white paper. The letter is addressed to Angel and begins with
the words, \Dear Angel,". The letter goes on to describe the writer’s feelings about a recent event or
situation, but the details are unclear. The letter ends with the words, \Sincerely, [Writer’s Name]."

“https://chat.openai.com
bhttps://1llava.hliu.cc
‘https://huggingface.co/spaces/Vision-CAIR/minigpt4

Figure 13. Comparison with LMMs on detailed caption task.



Florence-2: The image is a close-up of a red apple with a green label on it. The label has the text "FUJI
94131 USA" and a barcode on it, indicating that the apple is from the United States. The apple appears to
be fresh and has a shiny texture. The background is white, making the apple stand out.

GPT-4V‘: The image displays a Fuji apple with a sticker indicating it is organic, along with the
identifying number 94131, and specifying that it is from the USA. The apple has a reddish-pink skin
with some yellow and green coloration, which is characteristic of Fuji apples. The apple is placed on a
white background, which appears to be a textured fabric.

LLava’: The image features a large, fresh, and ripe red apple sitting on a white surface. The apple has a
sticker on it, which is likely a barcode or a label providing information about the product. The apple is
prominently displayed, taking up a significant portion of the image.

MiniGPT-4°: The image shows a red apple with a label on it that reads \Organic" in white letters. The
apple is sitting on a white surface.

9https://chat.openai.com
bhttps://1llava.hliu.cc
‘https://huggingface.co/spaces/Vision-CAIR/minigpt4

Figure 14. Comparison with LMMs on detailed caption task (continued).



MARTINI

w—_:i Mercer Univ
A e b L“[HT 11/4 MILES

— e ——

Florence-2: The image shows a highway with multiple lanes. There are several vehicles on the road,
including a black van and a red truck. On the left side of the image, there is a white semi-truck with
the word "Martini" written on it. Above the highway, there are several bridges with cars and trucks on
them. The sky is blue and there are trees and grass on the right side. In the center of the highway is a
green sign that reads "Exit 94, Chamblee Tucker Rd, Mercer Univ."

GPT-4V‘: The image shows a highway scene with several lanes of traffic. There are overpasses with cars
and trucks traveling over them, and the highway itself appears to be busy with vehicles, including a
prominent black van in the foreground.

A road sign indicates that Exit 94 for Chamblee-Tucker Rd and Mercer University is 1 1/4 miles ahead. The
presence of the sign suggests that drivers in the right lanes will soon have the opportunity to take the
exit to reach these destinations.

The infrastructure suggests a well-traveled interstate or highway system, possibly in an urban or
suburban area given the overpass complexity and road signage for local roads and institutions. The
vehicles on the road are diverse, indicating a mix of commercial and personal transport.

LLavA": The image depicts a busy highway with multiple lanes of traffic, including cars and trucks. There
is a large truck driving on the highway, and several other trucks are also visible in the scene. The
highway is filled with cars, and there is a traffic sign above the lanes, indicating the direction to
Tucker Road. The scene captures the hustle and bustle of a typical day on a highway filled with vehicles.

MiniGPT-4°: The image shows a highway with multiple lanes of traffic moving in both directions. There
are several large bridges spanning the highway, and in the distance, there are mountains and a blue sky.
There are also several large trucks and cars on the highway, including a black van in the center of the
image. The road surface is smooth and well-maintained.

https://chat.openai.com
bhttps://llava.hliu.cc
‘https://huggingface.co/spaces/Vision-CAIR/minigpt4

Figure 15. Comparison with LMMs on detailed caption task (continued).




Florence-2: The image shows a kitchen countertop with a laptop on it. The laptop is open and the screen
is displaying a blue abstract design. On the countertop, there are various kitchen utensils hanging on a
metal rack. The rack is attached to the wall above the sink and has a variety of kitchen tools hanging

on it, including a grater, a spatula, a ladle, a spoon, and a whisk. There are also a few other kitchen
items scattered around the counter. The countertop is made of wood and there is a wire rack at the bottom
of the image.

GPT-4V‘: The image shows a modern kitchen setting where culinary tools are organized neatly on a rack
against the wall. These tools include a variety of utensils such as a grater, tongs, a whisk, ladles,

and spatulas. On the counter, there is an open laptop with a vibrant blue wallpaper on the screen, which
suggests that someone might be using it for a recipe or as entertainment while cooking. In front of the
laptop, there appears to be a cutting board with some chopped ingredients and a knife, indicating that
food preparation is underway or has recently taken place. There are also some dried chilies and a plastic
container that might contain other ingredients or spices, further suggesting cooking activities. The
counter also has an electrical outlet and some covered sockets, and below the main counter, there are
storage bins that likely hold additional kitchen supplies. The environment looks lived-in and practical,
with a mix of technology and traditional cooking tools.

LLavA’: The image features a wooden kitchen counter with a laptop computer sitting on top of it. The
laptop is open and displaying a picture of a cake. The counter is also cluttered with various kitchen
utensils, including multiple spoons and knives, as well as a bowl. The scene suggests that someone might
be using the laptop for cooking or baking purposes, possibly following a recipe or watching a tutorial.

MiniGPT-4°: The image shows a kitchen counter with a laptop computer on it, a set of cooking utensils
hanging from a rack above it, and a knife block on the counter. The laptop appears to be open, with a
blue screen displaying an image of a kitchen. The utensils hanging from the rack include a spatula, a
ladle, a whisk, and a cutting board. The knife block contains several knives, including a chef’s knife, a
paring knife, and a bread knife.

%https://chat.openai.com
bhttps://llava.hliu.cc
‘https://huggingface.co/spaces/Vision-CAIR/minigpt4

Figure 16. Comparison with LMMs on detailed caption task (continued).



I. Comarison with Kosmos-2 on Detailed Caption and Grounding Tasks

The image features a home office with two white
desks, one on the left and the other on the right.
The desks are connected by A
creating a functional and stylish workspace. A lap
top is placed on the desk on the far left, and l

is visible on the other desk. Two chairs
are placed in front of the desks, one closer to the
left desk and the second one on its right side.

(a) Result from Kosmos-2.

The image shows a modern home office setup with
two white EEBKEH and EWOIBIECKICHIIESY. The

desks® are arranged in a corner of the room
with a large window on the left side. On the
right side of the desk, there is a computer
monitor?, a _, a mouse, _,

and a laptop7. Above the computer monitor

and keyboard, there are two framed picturesB

hanging on the wall. [NCHNEEEEE are painted

in a light green color and the floor!® is made

of light-colored wood. The floor't is covered
with a beige area rug with a geometric pattern.
The overall style of the space is minimal and
contemporary.

(b) Result from Florence-2.

Figure 17. Systematic comparison with Kosmos-2 [29] on detailed caption and grounding tasks. The models generate both the detailed
caption and grounding results. The results of Kosmos-2 are from https://huggingface.co/spaces/ydshieh/Kosmos—2.



mparison on detailed caption and grounding tasks.

The image features a white dining table with

a variety of food items on it. On the table,
there is a bowl of bread, a bowl with a salad,
and a plate with a side of yogurt. In addition
to the food, there are two cups placed on the
table. One cup is located near the left side of
the table and the other cup is situated on the
right side. The table is set with a fork and a
knife, ready for a meal.

(c) Result from Kosmos-2.

The image shows a table with a basket of bread
and a plate of - The bBasket? is made of
woven straw and has several slices of bread
in it. Next to the basket, there is [EjjSmail
BBWH of salad with a variety of vegetables,
including lettuce®, tomatoes®, cucumbers®, and

feta cheese®. There are also _ and
pepper BHEREESY on the table. On the right side
of the table, there are ° with
a dollop of white sauce on them. The table is
covered with a white tablecloth and there are
a few other dishes’ and utensils'’ scattered

around. ENPSESGRNSNREREM| can be seen in the

top right corner of the image.

(d) Result from Florence-2.

The image features a family of elephants walking
together in a lush green forest. The elephants are
walking in a line, with one of them walking in front
of the rest of the family. The family consists of

a mother and her two calves, with the mother and
the two calves walking side by side. The forest

is filled with green trees, adding to the natural
beauty of the scene.

(e) Result from Kosmos-2.

The image shows a group of three elephants
standing in a dirt field with trees and bushes
in the background. EHEJSISPHEREEY are standing
close together, with the largest elephant in
the center and two smaller ones on either side.
on the left is standing

with its trunk’ extended, while the smaller

one® is standing next to it. EEIJEHESSRSEE

- have tusks® and appear to be in their

natural habitat. _ is covered in dirt

and there is a small pile of dirt’ in front of
them. The overall mood of the image is peaceful
and serene.

(f) Result from Florence-2.

Figure 18. Systematic comparison with Kosmos-2 [29] on detailed caption and grounding tasks. The models generate both the detailed
caption and grounding results. The results of Kosmos-2 are from https://huggingface.co/spaces/ydshieh/Kosmos—2.
(continued)
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