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Supplementary Material

1. Overview
In the supplementary materials, we will illustrate the full
upper extremity of the MS-MANO in Sec. 2, which is
based on SMPL-X [4], report the quantitative results on
OakInk dataset [5] and more qualitative results in Sec. 3.
Finally, the sensitivity of muscle insertion points discussed
in the ablative study is more detailed and elaborated in the
attached video, along with more qualitative results.

2. Upper Extremity of Musculoskeletal SMPL-
X

As mentioned in the main paper, the hand musculoskele-
tal system is actually a part of the whole upper extremity,
and thus, it is a forearm-wrist-hand structure. When we
fit the musculoskeletal system into the MANO, which does
not have a forearm, we integrate the MANO model with
the human body model SMPLX [4]. We illustrate the full
upper extremity in Fig. 1. We append the configuration
file of the full upper extremity in the accompanying “up-
per extremity.xml” file.

Figure 1. Full Upper Extremity of MS-MANO.

Note that when the MS-MANO is actuated in the simu-
lation, the muscles in the forearm are also used. However,
when we report the quantitative results and give the qual-
itative results, only the MANO part is adopted for a fair
comparison.

3. Results, Extended
In the main paper, we have already reported the quantitative
results on DexYCB [1] with two baseline methods, gSDF
[2], and Deformer [3], and with the biomechanical regular-
izer, BioPR. Both the baseline methods can enjoy a perfor-
mance boost with minimal computational overhead.

Methods MPJPE↓ AUC↑ AE↓
gSDF [2] 8.22 92.3 27.9

gSDF + ours 6.51 94.2 27.4

Deformer [3] 11.15 91.0 29.9
Deformer + ours 10.36 92.0 28.8

Table 1. Quantitative Results with other baseline methods on
OakInk.

To further prove the performance gain is ubiquitous, we
report the quantitative results on the OakInk dataset [5] in
Table 1. Previous baselines faced major problems primarily
caused by time-related inconsistencies, leading to extensive
jitters in many sequences. In scenarios demanding precise
finger pose estimation, such as for the index and middle
fingers, our method aligns more accurately with the input
gestures. This accuracy is especially evident when transfer-
ring objects like a box; our predictions maintain fidelity to
the ground truth across nearly every finger, while baseline
methods tend to generate looser representations.

The advantage extends to complex situations involv-
ing severe occlusions where our approach demonstrates a
clear edge. For example, the reconstruction of middle and
ring finger poses is more accurate, and thumb tracking is
markedly improved even when the thumb is heavily oc-
cluded.

When analyzing the act of gripping a mustard bottle with
force, our method’s predictions conform more closely to the
actual finger tightness, particularly in the middle, ring, and
little fingers. This fidelity is also evident in the thumb’s
posture, where our approach avoids the odd distortions seen
in the gSDF method, offering a representation that is true to
the observed posture.

4. Video Demo
Please kindly refer to the supplementary video which is sub-
mitted along with the supplementary file.
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(a) Qualitative results on OakInk. Left: Compared to Deformer, our method has results that are more in line with the input gesture for index and middle
finger poses. Middle: When one picks up a box and hands it out, the Deformer’s prediction appears to be looser, and we are closer to the ground truth on
nearly every finger. Right: The poses of the middle and ring fingers are better reconstructed with our method, and we have better results on thumbs when
encountering severe occlusion.
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(b) Qualitative results on DexYCB. Left: When a person is forcefully grasping a mustard bottle, there is a difference in the tightness of the middle, ring, and
little fingers, comparing gSDF to our method. The projected results of our method better align with the input image. Middle: The thumb posture predicted
by the gSDF method exhibits some odd distortion, which is not observed in our approach. Right: The results of the thumb posture predicted by Deformer
were far from the real situation, while our prediction is better aligned with the ground truth.

Figure 2. Extended qualitative results
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