Supplementary Material for SimDA: Simple Diffusion Adapter
for Efficient Video Generation

This supplementary Appendix contains the following.
» Section A: The Hyperparameter settings of our SimDA.
 Section B: The introduction of the datasets and evaluation metrics.
* Section C: Additional experiments details for our methods.
e Section D: More Text-to-Video and Text-guided video editing visualization results of our SimDA.

A. Hyperparameter Settings

For video data, we evenly sample 16 frames from a two-second clip. Subsequently, we perform image resizing and center
cropping to obtain dimensions of 256 x 256. The latent space is configured as 32 x 32 x 4. Optimization is carried out using
Adam [5], with a learning rate set to le — 4, and the number of diffusion steps (T) set to 1000. During the inference phase,
the number of sampling steps (T) is set to 100, and the guidance scale (s) is set to 15. Table 1 details the hyperparameter
settings for our models.

Table 1. The hyper-parameter setting of our models. AE denotes the auto-encoder to encode and decode videos.

Hyper-parameter (common) Value Hyper-parameter (common) Value
Image Size 256 Num Frame 16
Guidance Scale 15 Text Seq Length 77
Text Encoder CLIP ViT-L/14 First Stage Model AutoencoderKL
AE Double z True AE z channel 4
AE Resolution 256 AE In Channel 3

AE Out Channel 3 AE Channel 128
AE Channel Multiplier [1,2,4,4] AE Num ResBlock 2

AE Atten Resolution I AE Dropout 0.0
Store EMA True EMA FP32 True
EMA Decay 0.9999 Diffusion In Channel 4
Diffusion Out Channel 4 Diffusion Channel 320
Conditioning Key crossattn Noise Schedule quad
Encoder Channel 1280 Atten Resolution [4,2,1]
Num ResBlock 2 Channel Multiplier [1,2,4,4]
Transformer Depth 1 Batch Size 4
Learn Sigma False Diffusion Step 1000
Timestep Respacing 100 Sampling FP16 False
Learning Rate le ™ Sample Scheduler DDPM
Num Head 8




B. Datasets and Metric Details
B.1. Datasets

When adapting Stable Diffusion [7] into a text-to-video generator, we leverage the WebVid-10M dataset [1]. WebVid-10M
is an extensive dataset comprising short videos accompanied by textual descriptions sourced from stock footage sites. The
videos exhibit diversity and richness in their content, with a total of 10.7 million video-caption pairs and a cumulative duration

of 52,000 video hours.

B.2. Quantitative Evaluation

We conduct quantitative assessments across all datasets, employing the Fre’chet Video Distance (FVD) metrics [8]. Ac-
knowledging the potential unreliability of FVD, as discussed in [3], we complement our evaluation with human evaluation.
In the context of text-to-video evaluation, we also calculate CLIP Similarly scores (CLIPSIM).

FVD The FVD metric measures the similarity between real and generated videos [8]. Following the methodology outlined
in [10], we generate 4,476 videos of the validation set of WebVid [1], each comprising 16 frames. Subsequently, we extract
features using a pre-trained I3D [? ] action classification model. To establish reference statistics, we extract features from
random sequences of videos containing at least 16 frames from the dataset.

CLIPSIM In our text-to-video experiments on MSR-VTT, we also evaluate CLIP similarity (CLIPSIM) [6]. The MSR-
VTT test set contains 2990 examples and 20 descriptions/prompts per example. We generate 2990 videos (16 frames) by
using one random prompt per example. We then average the CLIPSIM score of the 47,840 frames. We use the ViT-B/32 [0]
model to compute the CLIP score following VideoLDM [2].

Human evaluation We conduct a human evaluation (user study) to assess the realism of videos generated by our method
compared to LVDM [4] and ModelScope [9]. In our user study, we create 150 videos, each comprising 16 frames. The study
presents pairs of videos, with each pair containing one random video generated by our method and one from either LVDM
or ModelScope. Participants are instructed to choose the more realistic video in a non-forced-choice response, allowing for
the option to vote for “equally realistic.” It’s worth noting that the A-B order of the video pairs is randomly assigned. Each
video pair is presented to twenty participants, resulting in 3,000 responses per dataset.

C. Additional Experimental Details

Details: Text-to-Video with Stable Diffusion We ran experiments with the publicly available Stable Diffusion v1.5 check-
points as image LDM backbones. Most of the research project was conducted with the SD 1.5-based model.

Given that Stable Diffusion (SD) is trained on images at a resolution of 512 x 512, directly applying it to the smaller-sized
videos from the WebVid-10M dataset would result in significant degradation in image quality. To address this, we initially
conduct fine-tuning on the spatial layers of the Stable Diffusion image backbone using WebVid-10M data. Specifically, we
resize and center-crop the WebVid-10M videos to a resolution of 256 x 256 and subsequently fine-tune the SD latent space
diffusion model on independently encoded frames extracted from the videos. Standard SD training hyperparameters are
employed, with a learning rate set to le — 4.

Upsampler Training We also conducted video fine-tuning on the publicly available text-guided Stable Diffusion 4x up-
scaler, which itself is a latent diffusion model. We trained the upsampler for temporal alignment in a patch-wise manner on
320 % 320 cropped videos (WebVid-10M [1]), embedded into an 80 x 80 latent space. The 80 x 80 low-resolution conditioning
videos are concatenated with the 80 x 80 latents. The learned temporal alignment layers are text-conditioned, similar to our
base text-to-video Latent Diffusion Models (LDMs). During training, we randomly sampled ¢ € {0, ..., 250} and perturbed
the low-resolution conditioning following our variance-preserving diffusion process, utilizing the same linear noise sched-
ule as the main upsampling diffusion model. At inference time, we applied the model at an extended resolution, providing
256 x 256 resolution videos as low-resolution input, predicting 256 x 256 resolution latents, and decoding to 1024 x 1024
resolution videos.



Text-guided Video Editing Our approach can be extended to text-guided video editing. To ensure a fair comparison with
Tune-A-Video [11], we replicated their methodology, also utilizing Stable Diffusion v1.5 as the backbone. During the training
phase, we sampled 32 uniform frames at a resolution of 512 x 512 and fine-tuned the model for 200 steps with a learning rate
of 5e — 5 and a batch size of 1. In the inference phase, we employed the DDIM sampler with classifier-free guidance in our
experiments. For a single video, the fine-tuning process takes approximately 2.5 minutes, and sampling takes about 1 minute
on an NVIDIA A100 GPU.

D. More Visualizations

In this section, we present more visualization of SimDA, the text-to-video results are shown in Fig. 1 and Fig. 2. In addition,
we present the comparison results of SimDA and Tune-A-Video [11] in Fig. 3, it is evident that our approach maintains better
temporal consistency. For fully rendered videos, we primarily refer the reader to our anonymous project page (https:
//simda-vl.github.io/).
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A cat wearmg sunglasses and worklng as a llfeguard at a pool.

Figure 1. Results of extending our SimDA to text-to-video generation.
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Figure 2. Results of extending our SimDA to text-to-video generation.
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Figure 3. Results of comparisons of SimDA and Tune-A-Video [11] on text guided video editing task.



