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Method Params
(M)

Throughput
(Images/Second)

SAM[1] 636 2
EfficientSAM-Ti (ours) 10 54
EfficientSAM-S (ours) 25 47

Table 1. Inference efficiency results. All models are prompted with
one ViTDet[2] box for benchmarking the speed (throughput) of
instance segmentation on a single NVIDIA A100.

In this supplementary material, we provide more results
to demonstrate instance segmentation capabilities of our
EfficientSAM.

1. Efficiency Evaluation

Throughput and number of parameters of our models are
recorded in Tab. 1. We measure throughput (images per
second) on a single NVIDIA A100 with one box prompt.
The input image resolution is 1024× 1024.

2. Qualitative Evaluation

To study how well our model is able to produce segmentation
masks based on the prompt, we use our model to perform
prompt-based instance segmentation including point-based
and box-based prompt prompt segmentation. We also take
our model to perform segment everything and salient in-
stance segmentation without manually creating point and
box prompt.

For each task, we share 4 examples for showing the in-
stance segmentation capabilities of our model. These results
provide direct evidence for the competing instance segmenta-
tion capabilities of our EfficientSAM with different prompts.
For example, in the case of point-prompt instance segmen-
tation, our model is able to give reasonable instance seg-
mentation results (see Fig. 1). In the case of box-prompt
instance segmentation, our model also generates expected
object segmentation (see Fig. 2). In the case of segment
everything, our model provides decent segmentation perfor-
mance (see Fig. 3). In the case of salient instance segmenta-
tion, our model has the ability of generating mask and gives
automatic instance segmentation without manually creating
points or boxes (see Fig. 4). But we still need to note that our
model may sometimes produce noisy segmentation, shown
in Fig. 5.

To show the ability of processing text prompts like SAM,
we also consider the task of instance segmentation with
text prompts. We provide some qualitative results for Effi-
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Figure 1. Visualization results on point-prompt input.
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Figure 2. Visualization results on box-prompt input.
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Figure 3. Visualization results on segment everything.
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Figure 4. Saliency-based automatic instance segmentation results.
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Figure 5. Segmentation results with noise. Our model may some-
times provide masks with noise, which can also be observed in the
results of SAM[1].

cientSAM on the text-to-mask task by identifying the mask
with the highest similarity between segmented object em-



bedding and text embedding from CLIP encoders. In Fig. 6,
EfficientSAM can segment objects well based on three dif-
ferent text prompts.

Figure 6. Segmentation results of EfficientSAM with text prompts.
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