
Dexterous Grasp Transformer

Supplementary Material

A. Method and Implementation Details

A.1. DGTR Architecture

Encoder. Although the conventional transformer encoder
has been empirically proven to be capable of extracting in-
trinsic features of a point cloud by several works [5, 9, 14,
22], we follow recent works [10, 19, 20] in the field of
robotic grasping and adopt a three-layer PointNet++ [15] as
the encoder. Concretely, each layer li, i ∈ {1, 2, 3} takes as
input a point cloud Oi ∈ RMi×3 and its features (raw XYZ
coordinate for the first layer) Fi ∈ RMi×Ci from the previ-
ous layer, then down-samples and aggregates the features by
the “set-aggregation” operation [15], and finally processes
the grouped features by a three-layer perceptron, which
contains three Linear − BatchNorm − ReLU blocks.
In addition, we adopt kNN instead of “ball query” in the
original PointNet++ as the grouping operation with the pur-
pose of adapting to objects of various scales. The hyper-
parameters for the encoder are shown in Table S1.

Decoder. We cascade Transformer blocks[18] as our de-
coder. Generally, the decoder takes the M ′ points and fea-
tures from the encoder, as well as N learnable query embed-
dings {qi}Ni=1 as input, and extracts N features to predict
the grasp poses afterwards. Each decoder layer mainly con-
sists of (1) a self-attention layer for interactions between the
decoder embeddings, (2) a cross-attention layer for aggre-
gating the object features from the encoder, and (3) a feed-
forward layer. At each decoder layer, the learnable query
embeddings are added to the decoder embeddings to form
the query and key in the self-attention stage and to form the
query in the cross-attention stage. In addition, we encode
the M ′ points O′ ∈ RM ′×3 to position embeddings by
a multi-layer perceptron (MLP) module, and point-wisely
add them to encoder features F ′ to form the key in the cross-
attention stage. The decoder embeddings and the encoder
feature F ′ are used to form the value in the self-attention
and cross-attention stages, respectively. Figure S1 shows
the detail of one decoder layer. The hyper-parameters for
the decoder are shown in Table S2.

Prediction Heads. We use three independent MLPs to
predict the translations, rotations, and joint angles of the
grasps with the final decoder embeddings. Each MLP has
the same Linear-BatchNorm-ReLU-Dropout-Linear struc-
ture, and the hidden layer sizes are all 128. Both the trans-
lation and the joint angle predictions are passed through a
sigmoid activation to generate a normalized value w.r.t. the
limits of each dimension. For the rotation prediction, we
normalize the MLP output to obtain the unit quaternions.
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Figure S1. Detail of one decoder layer.

Hyper-parameters Layer1 Layer2 Layer3

Input size 4096 (M ) 1024 512
Output size 1024 512 256 (M ′)
k for kNN 32 16 8

Hidden layer dim. in MLP (64, 64) (128, 128) (256, 256)
Dim. of output features 128 256 512 (C′)

Table S1. Hyper-parameters for the DGTR encoder. Dim. stands
for Dimension.

Hyper-parameters Value

Num. of decoder layers 4
Num. of learnable query embeddings 16 (N )

Dimension in self-attention 256
Dimension in cross-attention 256

Dimension in feed-forward network 256

Table S2. Hyper-parameters for the DGTR decoder.

A.2. Grasp Losses

We provide more complementary details of our grasp losses
in the section. To avoid ambiguity, we denote again the ith

predicted item as xi and the jth ground-truth item as x̂j

(x ∈ {g, t, r,q}) in this section.
Translation and Joint Angles. For translations ti ∈ R3

and joint angles qi ∈ RJ (J is the number of joints of the



dexterous hand), we adopt the smooth L1 loss [4] to regress
the ground truths:

LsmoothL1
(xi, x̂j) =

{
0.5 ∗ (xi − x̂j)

2, |xi − x̂j | < 1

|xi − x̂j | − 0.5, |xi − x̂j | ≥ 1

(1)
Therefore, the translation regression loss is defined as
Ltrans = LsmoothL1

(ti, t̂j) and the joint angles regression
loss is defined as Ljoints = LsmoothL1

(qi, q̂j)
Hand Chamfer Loss. We obtain the point cloud Φ(gi)

and Φ(ĝj) with the method mentioned in the paper. Then
we use a chamfer distance the measure the discrepancy be-
tween the actual shapes of the predicted and the ground-
truth hands. Given two point clouds Γi and Γj , the chamfer
distance [3] between them is defined as:

Dchamfer(Γi,Γj) =
∑
x∈Γi

min
y∈Γj

∥x−y∥22+
∑
x∈Γj

min
y∈Γi

∥x−y∥22.

(2)
Therefore, the hand chamfer loss is defined as
Lchamfer(gi, ĝi) = Dchamfer(Φ(gi),Φ(ĝj)).

Object Penetration Loss. We follow [21] to calculate
the penetration depth with the signed distance function from
the object point cloud to the hand mesh.

Self-Penetration Loss. Following previous works [20,
23], we apply self-penetration loss to prevent the dexterous
hand from penetrating itself:

Lspen(Φ(gi)) =∑
p∈Φ(gi)

∑
q∈Φ(gi)

I(p ̸= q)max(δ − d(p, q), 0). (3)

Here I(·) is the indicator function, and d(p, q) is the L2 dis-
tance between the point p and q.

The hyper-parameters for the losses are listed in Ta-
ble S3.

Hyper-parameters Value

λ1 10.0
λ2 10.0
λ3 10.0
λ4 1.0
λ5 10.0

λ6 in DMT 0.0
λ6 in SMW 0.0
λ6 in SMPT 50.0

weight for Lvan−dist in SMPT 10.0

Table S3. Hyper-parameters for the grasp losses.

A.3. Optimization.

We optimize the model with a batch size of 64 by the Adam
optimizer [8], with a weight decay rate of 5.0×10−6, and a
learning rate of 2.0×10−4, which is decayed to 2.0×10−5

by the cosine learning rate [12] scheduler.

A.4. Metrics

We explain the detailed settings and the computation pro-
cess of the metrics in this section.

Mean Q1. Intuitively, the Q1 metric reflects the norm
of the smallest wrench which can disrupt the stability of
a grasp. We follow [20] to set the contact threshold to 1cm
and set the penetration threshold to 5mm. Any grasp with its
maximal penetration depth greater than 5mm is considered
invalid and we set the Q1 of it to 0 before taking the average.

Maximal penetration depth, which is the maximal pen-
etration depth from the object point cloud to hand meshes.

Grasping success rate in Isaac Gym [13]. Specifi-
cally, we apply the predicted hand parameters to Shadow-
Hand [16] and load the hand meshes and the object mesh
into Isaac Gym. Following [20], we consider a grasp pose
valid if the grasp can hold the object steadily under any one
of the six gravity directions.

Occupancy proportions for translation δt. To evalu-
ate δt, we uniformly sample ξ = 16 points {µi}ξi=1 on a
unit sphere with Fibonacci sampling. The distribution of
the sampled points is shown in Figure S2. These vectors
serve as grasping direction prototypes and we assign each
grasp translation to the nearest direction prototype by com-
paring the cosine similarity. Concretely, denote the number
of grasp translations that are assigned to the ith prototype
as νi, and the object center is c. Then νi is calculated with

νi =

N∑
k=1

I(argmax
j

cos(µj , tk − c) = i), (4)

where cos(·, ·) refers to the cosine similarity, and I(·) is the
indicator function. Finally, δt is the proportion of the direc-
tion prototypes with samples assigned to them

δt =

∑ξ
i=1 I(νi > 0)

ξ
(5)

Occupancy proportions for rotation δr and joint an-
gles δq . Similar to δt, we uniformly divide the ranges of
each component of the rotation r and the joint angles q into
ξ bins, and assign each component of r and q into the ap-
propriate bin according to their values. The occupancy pro-
portion for each component is the proportion of the bins
with samples assigned to them. To obtain the δr and δq of
an object, we take the average of the components of r and
q respectively.

A.5. Implementation Details of SOTA Methods

In this section, we present the implementation details of
three state-of-the-art methods on the DexGraspNet dataset:
DDG [11], GraspTTA [7], and UniDexGrasp [21]. Specif-
ically, we ensure that the parameter settings, data prepro-
cessing methods, and training procedures are consistent



(a) sample 16 points (ours) (b) sample 100 points

Figure S2. Uniformly sample several points on a unit sphere with
Fibonacci sampling.

Num. Point Q1 ↑ Pen. ↓ ηnp ↑ ηtb ↑

1024 0.0242 0.568 42.84 69.27
512 0.0241 0.557 42.61 69.80
128 0.0278 0.466 52.36 65.10

Table S4. Analysis of different numbers of encoder output points
after downsampling. Our adopted configuration is highlighted in
gray.

with those described in [20] for DDG and GraspTTA. For
UniDexGrasp, we reproduce the grasp generation part while
removing the constraints on the desktop plane. Addition-
ally, to ensure a fair comparison, we adjust the number of
iterations in TTA to 100 as ours, while keeping all other
hyper-parameters consistent with the original version.

B. Additional DGTR Experiments
B.1. Analysis of Architecture

Number of Encoder Output Points. We conduct experi-
ments to analyze the impact of varying the cardinality M ′

of the encoder output point cloud. Specifically, we utilize
the point feature propagation module introduced in [15] to
increase the cardinality of the output point cloud. As shown
in Table S4, the increase in the number of output points does
not enhance the performance. We hypothesize that the in-
tegration of the feature propagation module as well as the
increased number of encoder features bring additional chal-
lenges to the network and the learning process, leading to a
slight decrease in performance.

Position Embedding. We explore different position em-
beddings for the point features from the encoder. As the 3D
point coordinates naturally contain position information, we
apply various operations directly on the coordinate to gen-
erate position embeddings. We experiment with Fourier and
Sine encodings as described in [1, 17], as well as a learnable
MLP to derive the position encoding. As illustrated in Table
Table S5, the result indicates that the model with an MLP
for position encoding outperforms the ones using Fourier
and sine encodings.

The Number of Decoder Layers. We investigate how
the number of transformer decoder layers influences model

Pos. Emb. Q1 ↑ Pen. ↓ ηnp ↑ ηtb ↑

XYZ → Fourier 0.0191 0.605 40.54 68.40
XYZ → Sine 0.0225 0.565 43.76 66.84
XYZ → MLP 0.0278 0.466 52.36 65.10

Table S5. Analysis of different position embeddings. Our adopted
configuration is colored in gray.

Num. Layer Q1 ↑ Pen. ↓ ηnp ↑ ηtb ↑

2 0.0152 0.642 36.28 68.79
4 0.0278 0.466 52.36 65.10
6 0.0235 0.665 35.20 77.57

Table S6. Analysis of different numbers of decoder layers. Our
adopted configuration is highlighted in gray.

λ6 λ7 Q1 ↑ Pen. ↓ ηnp ↑ ηtb ↑

30 10 0.0229 0.699 25.51 84.34
50 0 0.0217 0.418 57.24 54.87
50 10 0.0278 0.466 52.63 65.10
50 20 0.0269 0.569 40.15 73.66
50 30 0.0165 0.699 22.07 84.78
70 10 0.0254 0.439 55.75 59.67
90 10 0.0240 0.418 58.24 55.34

Table S7. Analysis of different loss weights in SMPT. λ6 and λ7

are the weights of object penetration loss and vanilla distance loss.

α1 α2 Q1 ↑ Pen. ↓ ηnp ↑ ηtb ↑

3 3 0.0504 0.340 81.46 67.81
5 3 0.0515 0.241 90.62 64.36
7 3 0.0449 0.190 93.25 59.15
3 5 0.0515 0.421 75.78 69.62
5 5 0.0533 0.319 82.18 71.60
7 5 0.0498 0.265 86.95 65.40
3 7 0.0483 0.480 59.37 80.70
5 7 0.0496 0.387 71.54 74.83
7 7 0.0490 0.319 79.49 68.09

Table S8. Analysis of different loss weights in AB-TTA. α1 and
α2 are the weights of object penetration loss and generalized tta-
distance loss.

performance by replacing our decoder with a two-layer and
a six-layer version. As depicted in Table S6, both exces-
sive and insufficient layers can result in a decline in perfor-
mance. Our model achieves an optimal performance when
the number of layers is set to 4. It is important to note that,
for the sake of consistency and fair comparison, we keep
identical training hyper-parameters across different exper-
iments, though it is possible that different training hyper-
parameters may be suitable for different configurations.

B.2. Analysis of Loss Weight

Loss Weight in DSMT. We explore the impact of adjusting
the loss weights, object penetration loss weight (denoted as



λ6), and the vanilla distance loss weight (denoted as λ7),
in the static matching penetration training (SMPT) stage of
dynamic-static matching training (DSMT). As illustrated in
Table S7, setting λ6 to 50 and λ7 to 10 yields the best per-
formance for Q1 and maintains a balanced performance for
ηnp and ηtb.

Loss Weight in AB-TTA. We examine the effects of
loss weight adjustments on object penetration loss Lpen (de-
noted as α1) and generalized tta-distance loss Ltta−dist (de-
noted as α2) in the Adversarial-Balanced Test-Time Adap-
tation (AB-TTA). The adversarial interplay between these
two losses is illustrated in Table S8. When the weight of
object penetration loss is increased, the predicted grasps ex-
hibit a higher non-penetration ratio (ηnp) but a lower torque
balance ratio (ηtb). Conversely, increasing the weight of
generalized tta-distance loss results in a higher ηtb but a
lower ηnp.

B.3. Diversity measured by the coverage metric

We investigate the diversity of DGTR predictions using the
“coverage” metric [2]. Different from the “occupancy” met-
rics introduced in Section A.4, “coverage” considers the
guidance of GT, while our metrics prioritize “pure diver-
sity”. As shown in Table S9, DGTR outperforms the other
two models in all three types of “coverage” metric, indicat-
ing a better coverage of the ground-truth grasp poses.

Method cov1 ↑ cov2 ↑ cov3 ↑

UniDexGrasp [21] 10.53 6.62 13.84
Scene Diffuser [6] 43.15 10.93 21.28

DGTR (ours) 55.95 12.89 24.34

Table S9. Coverage (%) with ϵ = 1.5 and ω = 5.0

C. Additional Visualizations
We provide more qualitative results of different objects in
Figure S3. Each object is visualized with 4 out of 16 grasp
poses. The grasping details in Figure S3 show that our
DGTR is capable of generating diverse and high-quality
grasp poses in one forward pass. To better demonstrate the
diversity of the predicted grasp poses, we visualize all pre-
dicted grasp poses of one object in Figure S4.
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Figure S3. Visualization of predicted grasp poses. We visualize four grasp poses in five images for each object. The first image visualizes
all grasps together to demonstrate their global positions. The following four images mainly visualize the details of the grasp poses.
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Figure S4. Visualization of all predicted grasp poses of one object. We visualize all predicted grasp poses of one object in two rows, where
each image shows one grasp pose. To show the diversity of the predicted grasp poses, the camera views of all images are almost identical.
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