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In our supplementary materials, we present an additional
set of ablation studies on different hyperparameters. More-
over, we present a comprehensive proof of Eq. (4) and Eq.
(5) in the original paper. Additionally, we further introduce
the datasets employed in the LReID benchmark with com-
prehensive details. Finally, we visualize the person retrieval
results to show the effectiveness of our model compared to
the state-of-the-art method PatchKD.

1. More Ablation on Hyperparameters

1.1. Influence of Temperature Parameter

In our original paper, λ1 and λ2 in Eq. (6) and Eq. (7) are
the temperature parameters to scale the matrix values. In
this section, we conduct experiments to explore the impact
of different values for λ1 and λ2 on the model performance.
When adjusting λ1 or λ2, all other hyperparameters are set
to the default values. The corresponding results are shown
in Fig. 1 (a) and Fig. 1 (b) respectively. We observe that
the model achieves the best performance when λ1 = 0.1
and λ2 = 0.1, which is adopted as the default temperature
parameters setting in our original paper. Besides, Fig. 1 (a)
illustrates that the model performance is relatively sensitive
to λ1. This sensitivity arises because λ1 significantly af-
fects the relative coordinates of the new features from the
perspective of the sampled prototypes. Specifically, a small
λ1 can cause each coordinate vector Cp,i ∈ RNt−1 , i.e.,
each row of Cp ∈ Rd×Nt−1 which is obtained by Eq. (7) in
the original paper, to concentrate on a specific dimension,
while a large λ1 can cause the values of each dimension
in Cp,i to approach uniformity. Consequently, both direc-
tions can result in a loss of the diverse information encoded
within different dimensions compared to the optimal value.
In contrast, Fig. 1 (b) demonstrates that the model exhibits
greater robustness to the changes of λ2, with only minor
performance degradation when deviating from the optimal
value. This can be attributed to the inherent alignment be-
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tween the relative coordinates of the new features and the
original new features which reduce the influence of the ma-
trix value distortions caused by different λ2.

1.2. Influence of Prototype sample number

In the original paper, for Prototype-based Knowledge
Transfer (PKT), given a set of prototypes Pt−1 =

{(µi,σ
2
i )}

Nt−1

i=1 , we sample Nt−1 prototype features Fp =

{gi}
Nt−1

i=1 . This indicates that each prototype is sampled
once. Here, we also provide additional experiments to
show the influence of the prototype sampling number on
the model performance. For the convenience of expres-
sion, we denote the sampling number of each prototype as
mproto. Specifically, we generate mproto groups of proto-
type samples and calculate the Prototype Knowledge Trans-
fer loss for each group according to Equation (8) in the orig-
inal paper. The average loss of these groups is adopted as
Lproto−d to replace the counterpart in the original paper.
As shown in Figure 1 (c), we observe that increasing the
prototype sampling number has a minor influence on the
performance of the seen domains, but it significantly de-
grades the performance of the unseen domains. This indi-
cates that mproto = 1 is sufficient for accomplishing knowl-
edge transfer, and larger values of mproto can cause the
model to overfit on the seen domains. Therefore, by de-
fault, we only sample each prototype once in the original
paper.

2. Proof of Distribution-oriented Prototype
Generation

According to the notations in the original paper, for an iden-
tity k with nk instances {xk

i }
nk
i=1 in the training set (For

simplicity, these nk instances are denoted as {xi}nk
i=1), we

assume that the distribution of identity k is the mix of the
distributions of {xi}nk

i=1. Note that the distribution function
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(a) Temperature parameter λ1 (b) Temperature parameter λ2 (c) Prototype sample number mproto

Figure 1. Ablation studies on additional hyperparameters. The values marked by the dashed lines are adopted by our proposed method.
mproto denotes the sample number for each prototype.

denoted by N (µk,σ
2
k) is represented as:

φ(x,µk,σk) =
e−

1
2 (x−µk)

⊤Σ−1
k (x−µk)

(2π)d/2|Σk|1/2
, (1)

where Σk is a diagonal matrix with diagonal elements
formed as a vector equal to σ2

k.
Additionally, given φ(x, ci,vi) denoted by N (ci,v

2
i ),

we can obtain:

φ(x,µk,σk) =
1

nk

nk∑
i=1

φ(x, ci,vi), (2)

where µk and σ2
k are the mean and variance of the iden-

tity k. ci and v2
i are the learned enter and variance of

the instance xi. Besides, according to probability the-
ory [9], we obtain ci =

∫
xφ(x, ci,vi)dx and v2

i =∫
x2φ(x, ci,vi)dx−(

∫
xφ(x, ci,vi)dx)

2. Moreover, the
identity distribution center µk could be obtained as follows:

µk =

∫
xφ(x,µk,σk)dx

=

∫
1

nk

nk∑
i=1

xφ(x, ci,vi)dx

=
1

nk

nk∑
i=1

∫
xφ(x, ci,vi)dx

=
1

nk

nk∑
i=1

ci,

(3)

Similarly, the identity distribution variance σ2
k could be

obtained by:

σ2
k =

∫
x2φ(x,µk,σk)dx− (

∫
xφ(x,µk,σk)dx)

2

=

∫
x2 1

nk

nk∑
i=1

φ(x, ci,vi)dx− µ2
k

=
1

nk

nk∑
i=1

∫
x2φ(x, ci,vi)dx− µ2

k

=
1

nk

nk∑
i=1

(c2i + v2
i )− (

1

nk

nk∑
i=1

ci)
2

. (4)

3. Datasets Details
We conducted all the experiments on the LReID benchmark [8]
which consists of 12 existing ReID datasets, the detailed statis-
tics of which are shown in Table 1. ‘Original Identities’ denotes
the identity numbers in the original datasets and ‘LReID Identi-
ties’ denotes the selected identity numbers in the LReID bench-
mark. Note that CUHK-SYSU was initially proposed for the per-
son search task and we preprocess it for the ReID task follow-
ing [8] where the ground-truth person bounding box annotation is
used to crop individual-level images and a subset in which each
identity contains at least 4 bounding boxes is selected.

4. Visualization of Retrieval Results
In this section, we visualize the person retrieval results of our
model and the state-of-the-art PatchKD [11] on different seen and
unseen datasets to show the superiority of our method. The results
on seen datasets CUHK-SYSU (Fig. 2), MSMT17-V2 (Fig. 3)
are visualized to show the acquisition and anti-forgetting capa-
bility of our model. Besides, the results on unseen datasets
CUHK01 (Fig. 4) and SenseReID (Fig. 5) are visualized to show



Type Datasets Name Original Identities LReID Identities
Train Query Gallery Train Query Gallery

Seen

CUHK03 [6] 767 700 700 500 700 700
Market-1501 [15] 751 750 751 500 751 751
DukeMTMC-ReID [10] 702 702 1110 500 702 1110
CUHK-SYSU [13] 942 2900 2900 500 2900 2900
MSMT17-V2 [12] 1041 3060 3060 500 3060 3060

Unseen

i-LIDS [1] 243 60 60 - 60 60
VIPR [2] 316 316 316 - 316 316
GRID [7] 125 125 126 - 125 126
PRID [3] 100 100 649 - 100 649
CUHK01 [5] 485 486 486 - 486 486
CUHK02 [4] 1677 239 239 - 239 239
SenseReID [14] 1718 521 1718 - 521 1718

Table 1. The statistics of datasets used in the LReID benchmark. ‘-’ indicates the datasets only serve as test domains.

the generalization of our model. The images in black represent
query images, and the ones in the green and red boxes represent
the correct and false retrievals respectively. The retrieval results
are arranged in descending order from left to right based on the
matching scores.

In many cases with prominent changes in human pose, view-
point, and scenery, our model could extract reliable features to re-
trieve more correct matchings. Besides, it often occurs that differ-
ent persons with similar clothes appear in the datasets, which fre-
quently leads to false retrievals in PatchKD, while our model could
utilize more accurate information to measure the affinity for per-
sons in query and gallery sets, thus achieving better performance.
These results show that the abundant knowledge consolidated by
our method could guide the model to extract more discriminative
information.
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(a) Ours (b) PatchKD
Figure 2. Person retrieval results of on seen domain CUHK-SYSU.



(a) Ours (b) PatchKD
Figure 3. Person retrieval results of on seen domain MSMT17-V2.



(a) Ours (b) PatchKD
Figure 4. Person retrieval results of on seen domain CHUK01.



(a) Ours (b) PatchKD
Figure 5. Person retrieval results of on seen domain SenseReID.


