FC-GNN: Recovering Reliable and Accurate Correspondences
from Interferences

Supplementary Material

In the following pages, we present additional experimen-
tal details, results across more matching pipelines, and more
qualitative examples.

6. Experimental Details

Training data. We present a more detailed explanation
of the data generation process. As described in the paper,
the training data is generated by progressively introducing
noise to the ground-truth matching data. Initially, a proba-
bility value, denoted as P, is defined to indicate the likeli-
hood of adding outlier noise to the data. The inlier noise is
then added to the remaining portion of the data (it is unnec-
essary and inappropriate to introduce both types of noise
simultaneously to one match). The probability value P is
uniformly distributed between 0 and 0.95. For the matches,
outlier noise is introduced by randomly selecting points
from the image matching space to replace them. On the
other hand, inlier noise is represented by Gaussian noise,
which is applied solely to the queried point. The charac-
teristics of the inlier noise are controlled by a set of pa-
rameters. Specifically, for a given match m, the two essen-
tial parameters that determine the bias are the radius R and
the angle a.. The radius follows an absolute value Gaussian
distribution with a standard deviation of ¢, where ¢ is uni-
formly distributed between 0 and 10. The angle « adheres
to a standard distribution ranging from O to 2. Then, the
offset of a queried point in two directions can be expressed
as:

(TnyYn) = (R - sin(a), R - cos(a)) (13)

It is noteworthy that, even after the addition of noise,
the mean deviation for the “inliers” within the matching set
remains zero. To prevent the neural network from learning
this bias, a small bias (e, e2) is uniformly added to these
points. The biases in the two directions are drawn from a
standard normal distribution. Following the incorporation
of these noises, the correspondence set is compared to the
original set, and matches with an error radius exceeding 8
pixels are classified as incorrect matches.

Test settings. In matching pipelines, for SIFT [27] + MNN,
we use the implementation in OpenCYV, the parameters of
it are set to default. For SP [10] + MNN, we use the de-
fault settings in its released code. For SP [10] + SG [36],
the the nms_radius is set to 3, and the max_keypoints
is set to 4096 to make its matching performance better. In
matching refiners, for OANet [49], we use the method it re-

ported in the paper to remove the outliers (tanh + ReLU).
For Patch2Pix [52], we adopt the settings in its paper, set-
ting ¢ = 0.9 for the image matching task and ¢ = 0.25 for
geometric estimation tasks.

7. Additional Results on Homography Estima-
tion

As shown in Tab. 1, we report the combined results on more
matching pipelines for geometric task on HPatches [1]. For
interpretable experimental results, we crop imagestoa4 : 3
aspect ratio and scale them to 640 x 480. Homography ma-
trix 7 is estimated using RANSAC [15] as the robust esti-
mator, with default parameters. We calculate reprojection
errors for the four corners using both the estimated # and
ground-truth . AUC values of corner errors [40] are re-
ported with thresholds of 3, 5, and 10. We report the results
for illumination, viewpoint, and overall, respectively.

8. Additional results of Pose Estimation

As shown in Tab. 2, Tab. 3, we report the combined results
on more matching pipelines for pose estimation [8, 22]. For
outdoor estimation, we select two scenes, ~Sacre Coeur”
and ”’St. Peter’s Square” from MegaDepth [22] dataset and
use 1500 pairs of images sampled by [40]. These scenes
are excluded during our training. We estimate relative pose
using RANSAC and evaluate the pose error’s AUC with
thresholds of 5°, 10°, and 20° following [6, 36, 40]. Un-
like [6, 40], we do not apply image scaling for higher pre-
cision. For indoor pose estimation, we use 1500 test image
pairs selected from ScanNet [8] dataset by [40]. We resize
the image size to 640 x 480. Similar to Ourdoor, we report
the AUC of the pose error for thresholds 5°, 10°, and 20°
respectively.

9. Additional Qualitative Results

The visualized experimental results are provided in Fig. 1.
For better observation, the unified size of the image was set
to 640 x480, the threshold of Patch2Pix [52] is set to 0.5,
and the threshold of FC-GNN is set to 0.9.



Table 1. Homography estimation on HPatches [1]. The AUC of the corner error in percentage is reported. We mark the best results in

bold.

Illumination

Viewpoint

Overall

Matcher Refiner AUC (%, @3, 5, 10px) #Matches
Origin 69.4/783/859 503/624/753 59.6/70.1/804  0.84k
OANet [49]  683/77.9/857 41.9/568/72.8 S548/67.1/79.1  0.39%
)
SIFT [27] + MNN Patch2Pix [52] 70.3/79.6/87.6 40.1/53.8/70.0 548/664/78.6  0.60k
FC-GNN 72.4/813/88.8 51.8/63.9/77.2 61.9/72.4/82.8  0.56k
Origin 47215407616 28.7/394/514 377/465/564 124k
OANet [49]  53.5/64.2/760 26.1/39.4/57.0 395/515/663 041k
ORB [35] + MNN Patch2Pix [52] 58.0/69.4/79.7 30.8/44.6/61.8 44.1/567/705  0.65k
FC-GNN 60.4/70.6/79.1 40.8/53.6/67.1 50.3/61.9/730  0.65k
Origin 60.8/71.5/81.1 382/51.1/658 492/61.0/732 083k
OANet [49]  60.9/73.0/83.8 32.5/472/646 464/598/740 036k
SURF [3] + MNN Patch2Pix [52] 69.8/79.9/88.8 38.3/52.9/69.8 537/66.1/790 057k
FC-GNN 69.1/79.1/87.8 47.3/60.1/74.4 57.9/69.3/809 051k
Origin 307/527/748 714/196/424 188/358/582  1.14k
OANet[49]  17.6/350/62.1 28/10.1/28.5 10.0/223/449 050k
2

D2Net [12] + MNN Patch2Pix [52] 70.5/81.7/90.7 38.9/52.8/689 543/669/79.5  1.06k
FC-GNN 75.6/84.7/922 41.7/55.1/69.8 58.3/69.6/80.7  1.06k
Origin 648/78.0/88.6 36.6/498/657 504/636/769  1.59%
OANet [49]  542/69.5/843 247/374/555 39.1/53.1/69.6  0.94k
R2D2 [31]+ MNN Patch2Pix [52] 74.8/84.0/917 38.5/513/660 562/673/785  1.54k
FC-GNN 76.1/85.1/92.4 44.1/56.1/69.7 59.7/70.3/80.8  1.54k
Origin 614/748/87.0 38.0/53.5/608 494/639/782 055k
SP [10] 4 MNN OANet [49]  46.6/64.0/80.7 242/382/567 35.1/50.8/684 025k
Patch2Pix [52] 72.9/83.0/91.4 41.4/550/69.8 568/68.7/803 051k
FC-GNN 752/84.4/92.0 48.9/61.3/749 61.8/72.6/833  0.49k
Origin 62.6/76.4/88.1 45.7/61.3/768 540/68.6/823 0.61k
S 1101556 [3] OANet [49]  37.4/56.5/762 20.1/356/568 28.5/458/663  0.14k
36 Patch2Pix [52] 77.3/859/912 424/562/72.6 S7.0/692/817  0.58k
FC-GNN 76.9/85.9/92.9 57.2/69.0/81.3 67.0/77.2/869  0.60k
Origin 95.8/96.7/98.1 13.1/294/522 537/624/747 194k
DRCNet [21] OANet[49]  952/959/97.6 3.5/103/260 485/523/61.1 047k
Patch2Pix [52] 75.2/84.5/92.0 33.3/47.6/654 53.8/656/785 187k
FC-GNN 82.6/89.0/943 32.3/47.6/648 56.9/67.9/793 193k
Origin 80.4/87.5/935 48.7/60.1/745 642/740/838  2.68k
LoFTR [40] OANet[49]  70.7/81.3/902 314/456/63.5 50.6/63.1/76.5 091k
Patch2Pix [52] 70.8/81.6/90.6 40.7/556/714 554/683/80.8  2.54k
FC-GNN 802/87.5/93.5 52.5/64.5/769 66.1/758/849  2.66k
Origin 69.7/804/89.7 538/665/79.5 61.5/733/844 145k
OANet [49]  50.0/664/81.8 33.8/47.8/652 41.7/569/733 034k

2 y
SIFTR71+LG 4] pichopix [52] 70.2/812/90.3 39.8/54.8/724 546/67.7/81.1 139k
FC-GNN 76.6/853/923 56.1/68.7/81.2 66.1/768/86.6 144k
Origin 650/77.2/884 48.0/60.8/745 563/688/812  2.26k
,, OANet [49]  42.8/59.5/77.2 26.5/42.0/60.7 344/505/68.7 052k
DISK 421+ LG 241 b chopix [52] 64.4/76.5/87.6 363/51.2/68.1 50.0/63.6/77.6  2.18k
FC-GNN 74.9/83.8/91.5 50.7/63.1/75.6 62.5/732/833 226k
Origin 717/822/908 52.5/655/78.6 61.9/73.6/845 114k
- OANet[49]  50.0/66.0/81.6 31.9/462/63.7 40.7/558/724 027k
ALIKED SOT+ LG 241 b popix [52] 70.2/81.3/90.4 38.7/53.6/704 54.1/672/80.1  Lllk
FC-GNN 75.7/84.6/91.9 56.2/68.2/80.0 65.7/76.2/857  1.14k
Origin 80.0/87.3/93.4 492/62.1/754 643/744/842 276k
ASpanFormer [6] OANet [49]  66.8/78.9/88.8 32.7/464/639 494/623/76.1  0.68k
P Patch2Pix [52] 69.4/80.8/90.3 39.9/54.1/70.0 544/672/799  2.56k
FC-GNN 79.4/872/93.4 53.4/655/78.1 66.1/76.1/855 275k




Pose estimation AUC Pose estimation AUC

Matcher Refiner @5° @10° @20° Matcher Refiner @5° @10° @20°
Origin 16.67 28.54 42.75 Origin 4.26 10.10 18.11
OANet [49] 40.28 57.07 71.00 OANet [49] 5.88 13.58 23.22

SIFT [27] + MNN SIFT [27] + MNN

Patch2Pix [52]  33.54  48.66  62.07 Patch2Pix [52]  6.09  14.07  24.62

FC-GNN 4457 6032 7278 FC-GNN 788 1687 27.59

Origin 1071 2169  36.14 Origin 402 1071 2046

N OANet [49] 3284 5062 6634 OANet [49] 714 1668 29.54

SURF [3] + MNN Patch2Pix [52]  31.16  47.05  61.66 SURF [3] + MNN Patch2Pix [52]  8.34 1898  32.48
FC-GNN 4008 5726 7128 FC-GNN 1067 2230  35.46

Origin 270 650  13.48 Origin 154 463 992

: OANet [49] 1372 2383 3630 . OANet [49] 422 1005  18.56

ORB [35] + MNN Patch2Pix [52] 1577 2680  39.50 ORB [35] + MNN Patch2Pix [52] 542 1253 2212
FC-GNN 1917 3048 4230 FC-GNN 547 1256 21.66

Origin 21.88  37.50  53.49 Origin 362 1089  22.82

OANet [49] 1576 3106 4878 OANet [49] 237 669 1430

D2Net [12]+ MNN Patch2Pix [52] 4240 5795  70.42 D2Net [12]+ MNN Patch2Pix [52] 1101  23.18  36.47
FC-GNN 4405 5910  70.73 FC-GNN 1034 2191 3552

Origin 4404 6150 7477 Origin 783 17.09 2872

OANet [49] 33.05 5169  67.90 OANet [49] 582 1405 2434

R2D2 [31] + MNN R2D2 [31] + MNN

Patch2Pix [52] ~ 42.20 5844  71.58 Patch2Pix [52]  8.61 1924  31.14
FC-GNN 4887 6570  78.01 FC-GNN 1047 2207 3482
Origin 3000 4524 59.29 Origin 879 1951 3251
OANet [49] 3159 4930 6432 OANet [49] 715 1696 2948
SP10]+ MNN Patch2Pix [52]  39.29  54.83  67.27 SP10]+ MNN Patch2Pix [52]  12.01 2583 4091
FC-GNN 4558 6092  72.19 FC-GNN 1447 2945  44.50
Origin 4913 66,16  79.23 Origin 1531 3164  48.00
OANet [49] 2340 4031 5836 OANet [49] 356 9.66  19.83

SP[10] + SG [36] SP [10] + SG [36]

Patch2Pix [52] 4732 6398  77.23 Patch2Pix [52] 1533 31.74  48.10

FC-GNN 5467 7103 8265 FC-GNN 1846 3647 52.98

Origin 5051 6733 8045 Origin 1508 3052 4617
, OANet [49] 2388 4162 6022 OANet [49] 567 1483 2745

2 “ bJ /
SIFT [27]+ LG [24] Patch2Pix [52]  45.10  61.36  74.40 SIFT [27]+ LG [24] Pach2Pix [52] 1372 28.62  43.96
FC-GNN 5239 6957 81.88 FC-GNN 1734 3396  49.66
Origin 4543 6304 7692 Origin 1274 2480 3832
, , OANet [49] 2386 4101  59.15 , , OANet [49] 516 1232 2259

" , I ,
DISK [42] +1.G [24] Patch2Pix [52]  42.05 59.05  72.84 DISK [42] +1.G [24] Pach2Pix [52]  11.69 2426  37.94
FC-GNN 5087 67.86  80.50 FC-GNN 1359 2681 4074
Origin 4751 6525 78385 Origin 1463 2921 4403
. OANet [49] 2495 4165 5871  OANet [49] 510 1170 2179

Y. oY
ALIKED DOT+LG P41 poopix [52] 4327 6018 73.56 ALIKED 501+ LG 241 p popix [52] 1331 2731 41.94
FC-GNN 5100 6824 8078 FC-GNN 1679 31.83  46.68
Origin 5536 7131 82.90 Origin 2560 4585 6331
OANet [49] 3762 5674 7296 OANet [49] 957 2206 37.69
ASpanFormer [0] Pach2Pix [52]  48.17 6446 7725 ASpanFormer [6] Pach2Pix [52] 1645 3298 4873
FC-GNN 56.64 7243 8376 FC-GNN 2601 4643  63.90
Table 2. Outdoor pose estimation. The AUC of the pose error in Table 3. Indoor pose estimation. The AUC of the pose error in

percentage is reported. We mark the best results in bold. percentage is reported. We mark the best results in bold.



Origin Patch2Pix FC-GNN

SIFT + NN

SP + NN

SP + SG

Figure 1. Qualitative image matches on HPatches [1]. We mark matches with an error < 1 pixel as green, and the rest as red. It can be
seen that FC-GNN greatly improves the accuracy of matching and effectively filtering out outliers.
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