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A. Extra experiments
In this section, we report the results for the remaining four
settings of 1) Human interaction captioning; 2) Causal order
inference; 3) Stylized human interaction generation, and 4)
Personality assessment.

A.1. Human interaction captioning

Human interaction captioning aims to generate precise and
diverse textual descriptions given the human interaction se-
quences. We follow [6] and evaluate for motion caption-
ing models, i.e., RAEs [20], Seq2Seq [14], SeqGAN [4]
and TM2T [6]. Similar to the text-conditioned interaction
generation task, we simply modify the input and output di-
mensions to extend these models to two-person settings and
change the motion representations to SMPL-X [12].

We follow the same protocol as text-conditioned interac-
tion generation to split our dataset into training, testing and
validation sets. Following [6], we also adopt the R Preci-
sion and multimodal distance, together with the Bleu [11],
Rouge [9], Cider [18] and BertScore [22] to extensively
evaluate the performance of the motion captioning models.

The quantitative results are demonstrated in Tab. A.1.
We can conclude that TM2T [6] achieves state-of-the-art
performance for all the metrics. RAEs [20] fails to model
long-term dependencies between human-human interaction
sequences and texts, thus leading to low R Precision and lin-
guistic evaluation metrics. Seq2seq [14] and SeqGAN [4]
perform better than RAEs [20] by introducing the attention
operation and the adversarial learning paradigm.

A.2. Causal order inference

Causal order inference aims to determine the order of the
actor and the reactor in the interaction sequences. Similar to
the human interaction recognition task, we adopt the mod-
els of ST-GCN [21], 2s-AGCN [16], HD-GCN [8], CTR-
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GCN [2] and MS-G3D [10] as the backbone and model this
problem as a binary classification task. From the quantita-
tive results in Tab. A.2, we can derive that MS-G3D [10]
yields state-of-the-art performance over all the other meth-
ods. However, we found that this task is not that simple, and
the performance is far from satisfactory, i.e., only 76.8%.

A.3. Stylized human interaction generation

We implement the stylized human interaction generation
based on the vanilla human interaction generations mod-
els, i.e., Action2Motion [5], ACTOR [13], MDM [17],
MDM-GRU [3, 17] and Actformer [19]. We add the fa-
miliarity level as a style code injected into the model as
in [1]. We also report the Frechet Inception Distance
(FID) [7], action recognition accuracy, diversity, and multi-
modality in Tab. A.3. From Tab. A.3, we can derive that
Actformer achieves the best FID score and Accuracy, and
MDM achieves the best Diversity and Multimodality score.

A.4. Personality assessment

Personality assessment is to automatically obtain the per-
sonalities through human interactions. Different from the
previous dataset splitting methods, we split the train/test/val
sets by person IDs with the ratio of 0.8, 0.15 and 0.05. We
also adopt the models of ST-GCN [21], 2s-AGCN [16], HD-
GCN [8], CTR-GCN [2] and MS-G3D [10] as the backbone
and model this problem as a regression task. We report the
R2 values for each personality element. From the results
in Tab. A.4, we can derive that MS-G3D [10] achieves the
best performance over all the other methods, except for the
element of “Agreeableness”, and CTR-GCN [2] achieves
the best R2 score for the “Agreeableness”.

B. SMPL-X optimization details
Formally, our SMPL-X parameters consist of the body pose
parameters θ ∈ RN×55×3, translation t ∈ RN×3 and the
shape parameters β ∈ RN×10, where N is the number of
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Methods R Precision↑ MM Dist↓ Bleu@1↑ Bleu@4 ↑ Rouge ↑ Cider ↑ BertScore ↑
Top 1 Top 2 Top 3

Real Desc 0.442 0.645 0.778 3.126 - - - - -

RAEs [20] 0.094 0.127 0.245 7.554 28.6 9.7 34.1 25.9 10.2
Seq2Seq [14] 0.273 0.436 0.619 4.285 53.8 18.5 45.2 61.9 27.1
SeqGAN [4] 0.206 0.398 0.563 5.447 45.4 14.1 36.8 52.3 21.4
TM2T [6] 0.375 0.583 0.674 3.493 56.8 21.6 48.2 75.5 32.7

Table A.1. Experimental results of human interaction captioning on the Inter-X dataset. Bold indicates best results.

Method Accuracy (%)

ST-GCN [21] 62.3
2s-AGCN [16] 68.2
HD-GCN [8] 70.6
CTR-GCN [2] 74.5
MS-G3D [10] 76.8

Table A.2. Experimental results of causal order inference on the
Inter-X dataset. Bold for best results.

frames. We initialize the subjects’ shape β based on their
height and weight as [15]. Then a two-stage SMPL-X opti-
mization algorithm is adopted to our Mocap data to obtain
the SMPL-X parameters.

In the first stage, we only optimize the pose parameters
except that of fingers. The joint energy term

Ej =
1

N

N∑
i=0

∑
j∈J

∥J i
j(M(θb, t)− gi

j∥22 (1)

aims to fit the SMPL-X joints to our captured skeleton data,
where J denotes the joint set, M is the SMPL-X parametric
model, J i

j is the joint regressor function for joint j at i-th
frame, θb is the pose parameters excluding fingers, g is the
Mocap skeleton data. A smoothing term

Esmooth =
1

N − 1

N−1∑
i=0

∑
j∈J

∥J i+1
j − J i

j∥22 (2)

alleviates the pose jittering between frames. A regulariza-
tion term

Er = ∥θb∥22 (3)

constrains the pose parameters from deviating too much. In
total, our optimization objective at the first stage is:

E1 = λjEj + λsmoothEsmooth + λrEr, (4)

and we set λj , λsmooth, λr = 1, 0.1, 0.01.

For the second stage, we append the finger pose param-
eters and jointly optimize the whole-body pose parame-
ters. We especially emphasize fingers’ optimization, thus
we separate fingers’ pose parameters from the body part.
Our optimization objective in the second stage is summa-
rized as:

Eb = λjEj + λsmoothEsmooth + λrEr, (5)
Eh = λjhEjh + λsmoothh

Esmoothh
+ λrhErh , (6)

E2 = Eb + Eh, (7)

we set λj , λsmooth, λr = 1, 0.1, 0.01 for the body part and
λjh , λsmoothh

, λrh = 10, 0.01, 0.001 for fingers.

C. The action categories
We provide the names of the 40 human-human interaction
categories in Tab. A.5.

D. Samples of textual annotations
We provide some samples of the textual annotations of our
Inter-X dataset in Fig. F.1.

E. More visualization results
We provide the rendered RGB frames based on the Unreal
Engine in Fig. F.2. We also provide more visualization sam-
ples of Inter-X in the supplementary video.

F. Boarder impacts
With our proposed Inter-X dataset, one can facilitate the
generative models for synthesizing human-human inter-
action sequences given detailed textual descriptions with
plenty of applications in AR/VR and gaming. For percep-
tual tasks of human action recognition, one can also build
intelligent models for intelligent surveillance.
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1. One person opens his/her arms and walks towards the other person, embracing him/her, while the other person reciprocates
the hug by also opening his/her arms. After they embrace, both individuals step back.

2. One individual extends his/her arms and approaches the other person, enveloping him/her in a hug, while the second person,
upon being embraced, also extends his/her arms to embrace the first person. Following their embrace, both individuals retreat
by taking a step back.

3. An individual stretches out his/her arms and moves towards the other person, enclosing him/her in an embrace, while the
second person, upon being hugged, also extends his/her arms to hug the first person. After the hug, both individuals step back
to retreat.

1. One person stands across from another and raises his/her right hand to wave. Simultaneously, the second person raises
his/her left hand to wave back.

2. One individual stands opposite another and lifts his/her right hand to greet. At the same time, the second individual raises
his/her left hand to reciprocate the greeting.

3. One person raises his/her right hand and shakes it, while the other person raises his/her left hand and shakes it in response.

1. Two individuals are positioned opposite each other and proceed to slowly lift their right hands towards one another. They
seize hold of each other's right hands and proceed to shake them in an upward and downward motion a few times. Following
this, they both simultaneously lower their hands.

2. Two individuals confront each other and gradually elevate their right hands in the direction of one another. They clasp each
other's right hands and oscillate them vertically a few instances. Subsequently, they both simultaneously lower their hands.

3. Two people stand face to face and slowly raise their right hands towards each other. They grab each other's right hands and
shake them up and down a few times. Then, they both lower their hands simultaneously.

1. One person places his/her right hand on the other person's shoulder and his/her left hand near his/her left ear, as if
whispering something. The other person, surprised by what he/she hears, takes a step back and places both hands on his/her
chest.

2. One individual rests his/her right hand on the shoulder of the other person while positioning his/her left hand close to his/her
left ear, mimicking the act of whispering. The second person, taken aback by the unexpected information, retreats a step and
instinctively places both hands on his/her chest.

3. A person puts his/her right hand on the shoulder of the other person and his/her left hand near his/her own left ear, as if
whispering something. The other person, taken aback by what he/her hears, takes a step back and places both hands on his/her
chest.

Figure F.1. Some samples of the textual annotations of the Inter-X dataset.



Figure F.2. The visualization results of the rendered RGB frames based on the Unreal Engine.
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