
Learning with Unreliability:
Fast Few-shot Voxel Radiance Fields with Relative Geometric Consistency

–Supplementary Materials–

Yingjie Xu1,2* Bangzhen Liu2* Hao Tang1,3 Bailin Deng4 Shengfeng He1†

1Singapore Management University 2South China University of Technology
3Nanjing University of Science and Technology 4Cardiff University

This supplementary material includes visualizations of
more experimental results, further analysis on the selection
of different warping angles, and extra implementation de-
tails. Besides, we also record a video demo, which gives an
explanation of the overall framework and the visualizations.

1. Comparisons on More Scenes
1.1. Realistic Synthetic 360°

We provide more scene reconstruction results of our
proposed ReVoRF together with recent advanced meth-
ods [1, 2, 5] on the Realistic Synthetic 360° dataset [4]. The
visualization of the chair, ficus, and materials are shown in
Fig. 1. With fewer artifacts and finer texture details, ReVoRF
exhibits a superior capacity for reconstructing both geometry
and appearance details in these scenes than the compared
methods. We also conduct an additional evaluation for sepa-
rating Lrs and Lds in Realistic Synthetic 360°. The results
are shown in Table 1. Note that the Lrs used here does not
consider the unreliability. Our method outperforms these
two variants.

PSNR↑SSIM↑LPIPS↓
VGOS+Lds 17.33 0.779 0.241
VGOS+Lrs 18.27 0.814 0.210

Ours 20.72 0.848 0.179

Table 1. Ablation on Realistic Synthetic 360° about Lrs and Lds

1.2. LLFF

We provide the visualizations of rendering images and
corresponding depth map of our ReVoRF and the state-of-
the-art voxel-based few-shot nerf method VGOS on the
LLFF dataset [3]. As shown in Fig. 2a and Fig. 2c, our
method achieves better rendering quality, in terms of the
clearer boundary of objects and less blurring. Compared
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to VGOS, our method also preserves better geometric con-
sistency, which has finer reconstructed depth (Fig. 2b vs.
Fig. 2d).

2. Ablations on the Choices of Warping Degree

We investigate the impact of warping angles γ on render-
ing quality by reconstructing a Lego scene from the Realistic
Synthetic 360° dataset. For each selected γ, we randomly
vary the values of pitch angle θ and azimuth angle ϕ in a
range of [γ − 5, γ]. As illustrated in Fig. 3, when γ is either
too large or too small, the rendering quality deteriorates. On
the one hand, a small γ may not be able to provide suffi-
cient multi-view information due to the slight variance of
views. On the other hand, increasing the degree of γ could
encounter more erroneously warped regions at the very be-
ginning of training. Therefore, a moderate deformation angle
yields the optimal rendering result.

Figure 3. The ablation of warping angles γ on the Lego scene of
Realistic Synthetic 360°. The horizontal axis in the graph represents
the warping angles γ.
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Figure 1. Comparisons on chair, ficus, and materials (from the top to the bottom) of the Realistic Synthetic 360° dataset [4] in 4-views
setting. ReVoRF enables more consistent reconstruction with detailed appearance. Please zoom in for more details.
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Figure 2. Comparisons on LLFF dataset [3] in 3-views setting. ReVoRF exhibits greater clarity in depth and improved geometric shapes.



3. Additional Implementation Details in LLFF
In the LLFF dataset [3], we only use a fine optimization

scheme to stabilize the training of ReVoRF and gradually
improve the geometric details. During the whole training
period, we set the values of λrel and λunr as 10−1 and 10−3,
respectively. The values of λd, λf , and λds are set as 5·10−5,
5·10−6, and 5·10−4 in the fine stage.
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