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In this supplement we provide additional dataset details;
quantitative experimental and qualitative visual results.

A. Dataset details

Localized Narratives [7]. We use the COCO subset of the
Localized Narratives [7] for both training and evaluation.
It consists of 134, 272 training images and 8, 573 valida-
tion images. 5, 000 images are annotated with 5 captions
and 5 traces per image, and the rest are annotated with 1
caption and 1 trace per image. We use all the traces for
evaluation of controlled trace generation when comparing
with MITR [5]. We use 224×224 crop size for WebLI pre-
training and 384×384 for localized narrative fine-tuning.

GoldG [2]. We use the GoldG dataset prepared in
MDETR [2] for referring localization. It which con-
sists of images from COCO [4], Visual Genome [3], and
Flickr30k [6]. We filtered out all the validation and testing
images of RefCOCO, RefCOCO+, and RefCOCOg from
our combined training set, yielding 160, 280 training im-
ages in total.

Visual Genome [3]. We use the Visual Genome split pre-
pared in GRiT [9] for dense object captioning, with 77, 396
training images and 5, 000 test images.

B. Experiments

Ablation on Visual Encoders. We used a trainable EVA02
backbone and a frozen SAM backbone. The main moti-
vation for using the SAM backbone is to inherit its zero-
shot segmentation ability without training. If we remove
the SAM backbone, the segmentation performance drops ,
but the impact on the referring ability is minimal, as shown
below.

backbone RefCOCO P@0.5
EVA02 89.3
EVA02 +SAM 89.8

Table 1. Ablation on Visual Encoders.
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Scalability of Localized Narratives Pre-training without
other localization datasets. We conduct experiments using
different percentages of only LN data below. It shows the
performance consistently improves when pre-trained with
more data from LN, emphasizing the scalability of our ap-
proach. Note that our improvement over not pre-training
with LN is a decent 2.2 points on RefCOCO.

LN data 0 10% 50% 100%
RefCOCO P@0.5 81.8 83.0 83.5 84.0

Table 2. Ablation on Scalability of Localized Narratives Pre-
training.

Full fine-tuning T5. We add fine-tuning results and report
results in Tab. 3 below. Note we couldn’t fully fine-tune T5-
XL due to memory limit. We observe that full fine-tuning
did not significantly outperform LoRA in our attempt, likely
because T5 pre-training is already strong, and LoRA fine-
tuning is enough. It is also worth noting that even without
LoRA, the frozen T5-XL performs on par with models that
fine-tune the text encoder jointly [1, 8]. It is an evidence
that the frozen large language model like T5 encompasses
strong vision language ability, e.g. localization, which could
be revealed by our PixelLLM.

Language Model Params Frozen LoRA Full fine-tuning
T5-Small 80M 67.0 76.6 76.4
T5-Base 250M 70.3 80.8 81.4
T5-Large 780M 73.6 84.8 83.1
T5-XL 3B 81.9 89.8 OOM

Table 3. Ablation on language model size and fine-tuning ap-
proach. We report RefCOCO official metrics under different lan-
guage model sizes.

C. Qualitative results

We provide qualitative more results on pixel-aligned cap-
tioning, referring localization and segmentation, and dense
object captioning in Figure 1, 2, and 3, respectively.
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in this image i can see a train on the railway track. i can see few 
poles, wires, a building, few trees, few vehicles on the road. i can 
also see few poles, few wires, few wires and few wires. i can also 
see few buildings.

in this image i can see a sign 
board which is in red and black 
color attached to the pole. in 
the background i can see the 
trees, mountains and the sky.

in this image i can see a cat which is in black and white 
color standing on the car. i can see a black color car and a 
lamp. in the background i can see few objects on the floor, 
few objects, few objects, few objects on the wall and the 
ceiling.

in this image i can see two zebras. i can see grass. in the 
background, i can see fence and trees.

in this image i can see a person sitting on the horse and jumping 
the horse. the horse is in brown color. the person is wearing 
white dress and white helmet. at the back side i can see few 
people standing. the person is wearing red color t - shirt and 
white pant. at the back side i can see a building. 

in this image i can see an elephant 
which is in brown color, at right i can 
see a person standing and wearing 
blue dress, at the background i can 
see few trees in green color, sky in 
white color.

in this image i can see a cat sitting on the chair. i can see 
few books, a table , few books , a bag and few other 
objects on the floor. i can see a bed and few clothes on 
the bed. i can see a bag and few other objects on the 
floor.

in this image i can see a boy is standing on the 
skateboard. i can see he is wearing a helmet. i can 
also see he is wearing a blue t shirt and blue pant. 
in the background i can see the wall, few trees, 
few buildings, few clouds and the sky.

in this image i can see the building which is in the middle 
and i can see the traffic signal lights attached to the pole. 
to the right i can see the trees and the buildings. in the 
background i can see the sky.

in this image i can see a person wearing brown color t - shirt, 
brown color hat and holding a disc in his hand. i can see a car on 
the road. in the background i can see few vehicles on the road, 
few trees, mountains, a mountain and the sky.

in this image i can see a suitcase which 
is in grey color, at right i can see a 
couch in brown color, at left i can see a 
table in brown color, a lamp, a table in 
cream color, at the background i can 
see a wall in cream color.

in this image i can see a person holding a carrot and a 
animal. in the background i can see a fence, trees, a 
horse and the sky.

in this image i can see a woman 
standing and holding a racket. she is 
wearing a white top and black skirt. 
at the back side i can see a net and 
trees. the sky is in blue color.

in this image there is a cat sitting in the box. there is a hat 
on the cat. there are few objects on the table. there are 
few objects on the table.

in this image i can see a bed and on it i can see a blanket and a 
blanket. i can also see a curtain and a table on which i can see a 
candle and a candle. i can also see few frames on the wall. i can 
also see few curtains and i can also see this image is little bit in a 
room.

this picture show ' s a computer and couple of papers and pens on the table and we 
see a cat sleeping on it. the color of the cat is black and grey and we see bunch of 
pens in the pen stand and we see a cupboard on the side and a chair and few books in 
the book shelf and a door.

in the image in the center we can see one person standing. in 
front of him there is a suitcase. in the background we can see 
wall and lights.

Figure 1. Qualitative results on pixel-aligned captioning. Zoom
in for the best view. We show examples of our predicted coordi-
nates of each text token in the first row. Not only noun terms (i.e.
“papers”, “pens”, “cat”, “suitcase”, “person”) are aligned to the
corresponding object, but also verbs or relation terms (“sleeping”,
“standing”) are aligned to the corresponding regions.



Figure 2. Qualitative results on referring segmentation. Zoom in for the best view.



Figure 3. Qualitative results on dense object captioning. Zoom in for the best view.


