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Supplementary Material

8. Additional Results and Experiment Details

8.1. More Completed Results for CIFAR-10, Ima-
geNet 64x64, and ImageNet 256x256

In this subsection, we present the completed quantitative
results for CIFAR-10, ImageNet 64x64, and ImageNet
256x256 for the case of combining our optimized steps with
DPM-Solver++ and UniPC. More specifically, more com-
pleted results for CIFAR-10 are presented in Table 3. More
completed results for ImageNet 64x64 are presented in Ta-
ble 4. Since the cosine schedule that leads to unbounded A
at T' = 1.0 is used for the corresponding codebase, we set
T = 0.992 instead of T" = 1.0. More completed results for
ImageNet 256x256 are presented in Table 5.

8.2. Additional Quantitative Results

In this subsection, we also present the quantitative results
for FFHQ 64x64 and AFHQv2 64x64, as well as Ima-
geNet 512x512. Since we observed from the quantita-
tive results for CIFAR-10, ImageNet 64x64, and ImageNet
256x256 that for most cases, UniPC outperforms DPM-
Solver++, throughout the following, we only present the re-
sults for UniPC. As mentioned in Section 6, for the EDM
model, the time ranges from 0.002 to 80 during sampling
rather than O to 1, which makes the results of the uniform-¢
scheme significantly worse than those of the other two base-
line discretization schemes. Therefore, we do not include
the results of the uniform-¢ scheme for FFHQ 64x64 and
AFHQv264x64, for which we use the EDM unconditional
model. Additionally, we observed from the results for Ima-
geNet 256x256 that the EDM scheme does not perform well
when the number of NFEs is small. As the generation for
ImageNet 512x512 is time-consuming, we do not perform
experiments for ImageNet 512x512 using the EDM scheme.

We also observed that for pixel-space generation, the op-
timized time steps initialized from the uniform-\ scheme
often lead to the best generation performance, and for
latent-space generation, the optimized time steps initialized
from the uniform-¢ scheme often lead to the best genera-
tion performance. Therefore, for the pixel-space generation
of images for FFHQ 64x64 and AFHQv264x64, we only
present the quantitative results for the time steps initialized
from the uniform-A scheme. For the latent-space genera-
tion of images for ImageNet 512x512, we only present the
quantitative results for the time steps initialized from the
uniform-¢ scheme.

The quantitative results for FFHQ 64x64 and AFHQv?2
64x64 are presented in Tables 6 and 7, respectively.
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Figure 3. Sampling quality measured by FID (J) of different dis-
cretization schemes of time steps for UniPC [55] with varying
NFEs on MS-COCO 256x256 using PixArt-a-256 model [5] (with
cfg scale s = 2.5).

The quantitative results for ImageNet 512x512 are pre-
sented in Table 8.

8.3. Text to Image Generation

We also evaluate our algorithm on text-to-image generation
tasks using the PixArt-« model® [5]. The COCO [29] val-
idation set is the standard benchmark for evaluating text-
to-image models. We randomly draw 30K prompts from
the validation set and report the FID score between model
samples generated on these prompts and the reference sam-
ples from the full validation set following Imagen [41]. The
results are shown in Fig. 3. The uniform-¢ schedule is
a widely adopted sampling schedule for latent space text-
to-image tasks. In our early experiments, we found the
uniform-¢ schedule significantly outperforms the uniform-
A and EDM schedule on latent space text-to-image tasks.
Thus we only report the results compared with the uniform-
t schedule. Our proposed optimized sampling schedule con-
sistently outperforms the baseline schedules. For example,
we improved the FID from 16.22 to 9.90 with only 5NFEs.
We also include some samples to demonstrate the effect of

8For FID scores, the checkpoint we use is a SAM pretrained model
which is then finetuned on COCO.



Methods \NFEs 5 6 7 8 9 10 12 15

DPM-Solver++ with uniform-\ 2922 1328 7.18 512 440 4.03 345 3.17
DPM-Solver++ with uniform-¢ 28.16 19.63 1529 1258 11.18 10.15 &850 7.10
DPM-Solver++ with EDM 40.48 25.10 15.68 1022 742 6.18 485 349
DPM-Solver++ with uniform-A-opt 1291 835 544 474 381 351 324 3.15
DPM-Solver++ with uniform-¢-opt  12.67 8.13 563 498 547 3.66 463 3.16
DPM-Solver++ with EDM-opt 1293 8.04 590 863 514 472 412 3.6
UniPC with uniform-A 2322 1033 6.18 480 419 387 334 3.17
UniPC with uniform-¢ 25.11 1740 1354 1133 983 889 738 6.18
UniPC with EDM 3824 2379 1462 895 6.60 559 418 3.16
UniPC with uniform-A-opt 12.11 723 496 446 375 350 319 3.13
UniPC with uniform-¢-opt 12.10 7.01 527 453 469 325 389 278
UniPC with EDM-opt 1191 7.19 562 6.62 453 412 3.63 287

Table 3. Sampling quality measured by FID () of different discretization schemes of time steps for DPM-Solver++ [32] and UniPC [55]
with varying NFEs on CIFAR-10 (with 7" = 1.0 and € = 0.0005).

Methods \NFEs 5 6 7 8 9 10 12 15

DPM-Solver++ with uniform-\ 21.78 11.08 7.07 538 457 418 3.67 3.23
DPM-Solver++ with uniform-¢ 2062 1432 1083 8.83 7.50 6.65 553 4.6l
DPM-Solver++ with EDM 25.72 1523 980 7.10 563 4.83 398 3.4l
DPM-Solver++ with uniform-A-opt  13.98 828 566 446 420 381 356 3.22
DPM-Solver++ with uniform-t-opt  13.98 828 551 439 3.88 359 371 3.76
DPM-Solver++ with EDM-opt 1398 828 557 492 565 485 383 329
UniPC with uniform-\ 25.77 1127 689 526 456 4.10 348 3.01
UniPC with uniform-¢ 1236 9.14 7.85 7.3 659 620 557 491
UniPC with EDM 3265 1672 10.18 743 598 5.14 425 351
UniPC with uniform-A-opt 1047 6.74 529 453 399 349 325 299
UniPC with uniform-¢-opt 1047 6.74 560 4.66 396 391 3.88 3.59
UniPC with EDM-opt 1047 6.74 539 498 5.02 430 353 3.18

Table 4. Sampling quality measured by FID () of different discretization schemes of time steps for DPM-Solver++ [32] and UniPC [55]
with varying NFEs on ImageNet 64x64 (with 7' = 0.992 and € = 0.001).

our algorithm on text-to-image tasks on Sec. 9.

9. Additional Samples

We include additional samples with only 5 NFEs in this
section. In Fig. 4, we include the samples generated by
DiT-XL-2 [38] on ImageNet 256x256. The samples gen-
erated by our method have more details and higher qual-
ity. In Fig. 5,6,7 and 8, we include the generated samples

corresponding to text prompts generated by PixArt-a-512
model [5]. Our generated samples are clearer and more de-
tailed.

10. Combining with SciRE-Solver

In this section, we provide experimental results for the case
of combining our optimized steps with the recently pro-
posed SciRE-Solver [28]. See Table 9.



Methods \NFEs 5 6 7 8 9 10 12 15

DPM-Solver++ with uniform-\ 38.04 2096 14.69 11.09 8.32 6.47 450 3.33
DPM-Solver++ with uniform-¢ 31.32 1436 7.62 493 3.77 323 278 251
DPM-Solver++ with EDM 65.82 25.19 11.17 17.50 698 1246 654 4.03

DPM-Solver++ with uniform-A-opt 12.53 544 358 7.54 597 412 3.61 336
DPM-Solver++ with uniform-¢-opt  12.53 544  3.89  3.81 3.13 279 255 239

DPM-Solver++ with EDM-opt 1253 544 395 379 330 314 291 244
UniPC with uniform-\ 41.89 3051 19.72 1294 849 6.13 414 2098
UniPC with uniform-¢ 2348 1031 573 406 339 3.04 273 250
UniPC with EDM 45.89 2124 1552 1438 1424 1298 8.62 4.10
UniPC with uniform-A-opt 866 446 357 372 340 301 294 253
UniPC with uniform-¢-opt 866 446 374 329 3.01 274 255 236
UniPC with EDM-opt 866 446 378 334 314 322 296 238

Table 5. Sampling quality measured by FID () of different discretization schemes of time steps for DPM-Solver++ [32] and UniPC [55]
with varying NFEs on ImageNet 256x256 (with 7" = 1.0 and € = 0.001).

Methods \NFEs 5 6 7 8 9 10 12 15
UniPC with uniform-\ 20.02 1097 697 553 453 389 328 283
UniPC with EDM 26.54 15.07 1120 11.65 1091 889 543 340

UniPC with uniform-A-opt  13.66 841 649 4.84 382 341 3.00 282

Table 6. Sampling quality measured by FID ({) of different discretization schemes of time steps for UniPC with varying NFEs on FFHQ
64x64 (with T' = 80 and € = 0.002).

Methods \NFEs 5 6 7 8 9 10 12 15
UniPC with uniform-\ 1295 830 5.12 462 447 380 275 2.28
UniPC with EDM 15.83 1030 846 7.83 6.78 638 525 3.09

UniPC with uniform-A-opt  12.11 749 5.05 3.86 3.27 274 251 217

Table 7. Sampling quality measured by FID () of different discretization schemes of time steps for UniPC with varying NFEs on AFHQv2
64x64 (with T = 80 and € = 0.002).

Methods \NFEs 5 6 7 8 9 10 12 15
UniPC with uniform-\ 41.14 19.81 13.01 9.83 831 7.01 530 4.00
UniPC with uniform-¢ 20.28 1047 657 513 446 4.14 3775 345

UniPC with uniform-t-opt 11.40 595 4.64 436 4.05 381 354 3.28

Table 8. Sampling quality measured by FID ({) of different discretization schemes of time steps for UniPC with varying NFEs on ImageNet
512x512 (with T' = 1.0 and € = 0.001).
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Figure 4. Generated images by UniPC [55] with only 5 NFEs for various discretization schemes of time steps from DiT-XL-2 ImageNet
256x256 model [38] (with cfg scale s = 1.5 and the same random seed).

NFE =5 Uniform-t

A middle-aged woman of Asian descent,
her dark hair streaked with silver,
appears fractured and splintered,

intricately embedded within
a sea of broken porcelain

beautiful scene

Figure 5. Generated images by UniPC [55] with only 5 NFEs for various discretization schemes of time steps from PixArt-a-512 model [5]
(with cfg scale s = 2.5 and the same random seed).



NFE =5 Optimized Steps (Ours) Uniform-¢

A alpaca made of colorful
building blocks, cyberpunk

bird’s eye view of a city

A worker that looks like
a mixture of cow and horse
is working hard to type code

Figure 6. Generated images by UniPC [55] with only 5 NFEs for various discretization schemes of time steps from PixArt-a-512 model [5]
(with cfg scale s = 2.5 and the same random seed).



NFE =5 Optimized Steps (Ours) Uniform-¢

A transparent sculpture of
a duck made out of glass

An illustration of a human
heart made of translucent
glass, standing on a
pedestal amidst a stormy sea

A boy and a girl
fall in love

Figure 7. Generated images by UniPC [55] with only 5 NFEs for various discretization schemes of time steps from PixArt-a-512 model [5]
(with cfg scale s = 2.5 and the same random seed).



NFE =5 Optimized Steps (Ours) Uniform-¢

Luffy from ONEPIECE,
handsome face, fantasy

A 2D animation of a folk
music band composed of
anthropomorphic autumn leaves

A surreal parallel world
where mankind avoid extinction
by preserving nature,
epic trees, water streams

Figure 8. Generated images by UniPC [55] with only 5 NFEs for various discretization schemes of time steps from PixArt-a-512 model [5]
(with cfg scale s = 2.5 and the same random seed).



Methods \NFEs 5 6 7 8

Uniform-¢ 36.18 1593 757 448
Uniform-\ 92.80 41.19 21.08 11.25
EDM 90.48 47.18 2332 11.10

Optimized steps (Ours) 16.07 631 412  3.66

Table 9. Sampling quality measured by FID ({) of different discretization schemes of time steps for SciRE-Solver with varying NFEs on
ImageNet 256x256 (using the DiT-XL-2 model with cfg = 1.5).
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