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A. Cross-Dataset Evaluation

To demonstrate the generalizability of our proposed
method, we conduct cross-dataset evaluations on KITTI [3]
and nuScenes [2] datasets. Following [9], our model is
trained on the KITTI training set (3712 images), and evalu-
ated on KITTI (3769 images) and nuScenes frontal (6019
images) validation sets. We also provide the results of
retraining MonoCon [6] using the official code but unre-
stricted from training on distant objects (z > 65m) as a fair
comparison with others. To fit the model trained in KITTI,
for the nuScenes dataset, we adjusted the image resolution
to 384×672 and the ground plane equation prediction pre-
set height to 1.562m (the ego car height in nuScenes [2]).
Neither our method nor MonoCon uses normalized coordi-
nates for the direct depth prediction branch and the images
of KITTI and nuScenes have different focal lengths which
the direct depth prediction relies on. Thus, following [4],
we divide their direct predicted depth by 1.361.

The cross-dataset evaluation results are shown in Tab. 1,
our method has lower prediction errors at different object
depth ranges, which indicates the effectiveness of the pro-
posed complementary depths in improving overall accuracy.
In addition, our method outperforms other methods in most
of the metrics on both datasets, which demonstrates the gen-
eralizability of our method.

B. Discussion on multi-depth prediction meth-
ods

Tab. 2 shows some representative multi-depth prediction
methods in recent years. The coupling between their multi-
ple branches is shown in the third column of Tab. 2 in terms
of Error Sign Opposite Proportions (ESOP). MonoFlex [10]
contains 4 depth prediction branches including 1 directly
predicted depth and 3 depths shown in the 2nd row of Tab. 2.
MonoGround [8] and our method have 3 additional depth
branches on top of them. Since the results of the pub-
lic branches are similar, for MonoGround and our method,

Dataset Method Depth prediction MAE (meters)↓
0-20 20-40 40-∞ All

KITTI

M3D-RPN [1] 0.56 1.33 2.73 1.26
MonoRCNN [9] 0.46 1.27 2.59 1.14
GUPNet [7] 0.45 1.10 1.85 0.89
MonoCon [6] 0.40 1.08 1.78 0.85
MonoCD(Ours) 0.37 1.04 1.72 0.83

nuScenes

M3D-RPN [1] 0.94 3.06 10.36 2.67
MonoRCNN [9] 0.94 2.84 8.65 2.39
GUPNet [7] 0.82 1.70 6.20 1.45
MonoCon [6] 0.78 1.65 6.02 1.40
MonoCD(Ours) 0.73 1.59 5.78 1.33

Table 1. Cross-dataset evaluation on KITTI and nuScenes frontal
validation with depth prediction MAE.

Tab. 2 only shows the results of unshared branches.
It can be observed that the error sign of the 3 depths from

keypoint and height is similar to the error sign of the directly
predicted depths. Benefiting from the wider range of dense
depth supervision, the coupling phenomenon of depths from
the ground added by MonoGround [8] is mitigated a bit, but
it does not eliminate the coupling. Because its dense super-
vision comes from local sampled values around the bottom
of the object. Although the code of MonoDDE [5] has not
been released, a similar coupling phenomenon can be in-
ferred based on the local information it uses. However, af-
ter our complementary design, the coupling phenomenon is
significantly alleviated and the overall performance is fur-
ther improved.

C. Additional Experiments on the Effect of
Complementary Depths

This section supplements the part of Sec. 3.2 in the main
paper that is not presented in detail due to space limits. With
the analyses in this section, two experimental conclusions
can be obtained:

(1) Existing multiple predicted depths suffer from a com-
mon problem of lacking complementarity.



Model
Branch
dir&

ESOP
(%)↑

Val, AP3D

Mod.↑

MonoFlex [10]
key0 4.08

17.51key1 5.22
key2 6.19

MonoGround [8]
gro0 18.35

18.69gro1 20.72
gro2 14.73

MonoCD
(Ours)

comp0 38.19
19.37comp1 40.24

comp2 40.05

Table 2. Comparison between multiple depth prediction meth-
ods. The second column in the table represents the branches used
to calculate ESOP with the directly(dir) predicted depth of each
model. Including depths from keypoint and height (key), depths
from ground (gro), and depths for complementary (comp). Differ-
ent suffix numbers are used to distinguish the specific branches.
The accuracy in the last column is AP40 for the moderate Car cat-
egory at 0.7 IoU threshold on KITTI.

Fipped
Branch

Proportion of Flipped Samples
0% 25% 50% 75% 100%

dir 17.51 21.02 25.93 31.69 36.12
key0 17.51 21.06 25.78 31.26 35.87
key1 17.51 20.92 25.55 30.87 35.42
key2 17.51 20.85 25.33 29.76 34.92

Table 3. Perform flipping operation on different depth branches
according to different sample proportions on KITTI dataset.

Model
Numbers of

Flipped
Branches

Val, AP3D

Mod.↑

MonoFlex [10]

0 17.51
1 25.93
2 35.79
3 22.95
4 15.55

MonoGround [8]

0 18.69
1 20.59
2 21.79
3 24.24
4 32.34
5 32.75
6 22.60
7 17.12

Table 4. Evaluation results of two multi-depth prediction mod-
els with different numbers of flipped branches on KITTI dataset,
where the proportion of flipped samples is fixed at 50%.

(2) To maximize the complementary effect, it is benefi-
cial to keep prediction branches symmetrical in number.

Setting

Combined Depth prediction MAE (meters) ↓
yglo MAE (meters) ↓

overall0-0.1 0.1-0.2 0.2-0.3 0.3-0.4 0.4-∞
Proportion of samples (%)

54.09 27.37 9.61 4.77 4.15
Baseline 0.90 1.17 1.72 1.84 2.78 1.18
MonoCD(Ours) 0.85 1.13 1.66 1.82 3.02 1.14

Table 5. The system robustness evaluation in KITTI val set, which
contains five levels based on the MAE of yglo. The larger the
value, the worse the conditions the system faces. The percentage
under each level represents the proportion of samples.

C.1. Flip on Different Branch

As shown in Tab. 3, we perform flipping on different
branches of MonoFlex [10] according to different flipped
sample proportions. The first row of results in the table is
presented to the left of Fig. 3 in the main paper. It can
be observed that the results of selecting different branches
for flipping are similar, which indicates that the coupling
between multiple-depth branches is relatively similar and
lacking complementarity is common.

C.2. Flip with Different Numbers of Branches

To maximize the complementary effects, we additionally
conducted an analytical study on two multi-depth prediction
models with different numbers of flipped branches. The re-
sults in Tab. 4 show that realizing branch flips with differ-
ent numbers is effective in improving performance except in
the case where all branches are flipped. This is because al-
though the accuracy of the depth prediction does not change
with flipping, the depth values will be completely flipped to
the other side of the ground truth. According to Eq. (1)
in the main paper, it introduces additional error to the pre-
dicted x and y, resulting in a decrease in the accuracy of the
predicted 3D bounding box.

Furthermore, it is worth noting that both models perform
best when the number of flipped branches and the number of
unflipped branches are close to the same. This indicates that
for multiple depth prediction branches with complementary
effects, maintaining a certain level of symmetry in number
is preferable to maximize their effectiveness. This is why
we follow the number of zkey and design three symmetrical
zcomp in the main paper.

D. System Robustness Evaluation
As we discussed in the limitations of the main paper, the

performance of our method is affected by the estimation of
the ground plane equation and keypoints. Thus, we conduct
a system robustness evaluation to check the performance of
our method in severe conditions as shown in Tab. 5. For our
added complementary depths, the effect of inaccuracies in
ground plane estimation or keypoint detection is directly re-
flected in the prediction error of yglo. Therefore, we divide



the samples into five levels according to the MAE of yglo
and count the mean absolute error of the combined depth
at each level. It can be observed that our method outper-
forms the baseline in most cases, and in a few severe con-
ditions (less than 5%), the performance of our method de-
grades. This problem will be alleviated by enhancing the
understanding of road scenes in the future.
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