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A.1. Datasets and Metrics

We provide more details of datasets used in our paper, all of
which are publicly available.

Touch and Go [12]. The Touch and Go dataset is a recent,
real-world visuo-tactile dataset featuring human interactions
with various objects in both indoor and outdoor environ-
ments using a GelSight tactile sensor. It comprises 13,900
instances of touch across approximately 4,000 distinct ob-
ject instances and 20 types of materials. Since it is the only
real-world in-the-wild dataset, we apply it to multiple tasks
including material classification, image synthesis with touch,
Touch LLM, and X-to-touch generation. We use the official
train/test split of [12] where the dataset is split by touches,
not by frames to avoid similar touch images between the train
and test set. For Touch-LLM and X-to-touch applications,
we label 400 visual images by asking turkers to provide their
captioning to describe the object, touch feeling, and texture
from it.
The feeling of success [2]. The Feeling of Success is a
robot-collected visuo-tactile dataset of robots grasping ob-
jects on a tabletop. The tactile images are all captured by
GelSight tactile sensors. It contains 9.3k paired vision and
touch images. We apply this dataset to robotic grasping sta-
bility predictions. As there is no official split of train/val/test,
following [6, 12], we split the dataset by objects in the ratio
of 8:1:1.
YCB-Slide [10]. The YCB-Slide dataset comprises DIGIT
sliding interactions on YCB objects. The dataset is in the
video format where we take all 180k frames for our ex-
periments. The dataset contains 10 YCB objects including
a sugar box, a tomato soup can, a mustard bottle, a bleach
cleanser, a mug, a power drill, scissors, an adjustable wrench,
a hammer, and a baseball. While the tactile images are col-
lected via sliding interaction, the visual input is generated by
simulation of the YCB objects. In our experiment, we treat
each of the objects as an individual material and our goal
is to classify 10 classes. We apply this dataset to material
classification.
ObjectFolder 1.0 [4]. The ObjectFolder 1.0 dataset is a
simulation dataset containing 3D models of 100 objects
from online repositories. The touch images are simulated
by TACTO simulators. As the raw dataset is a 3D model
with infinite points, we randomly sample 200 points for each
object. We apply this dataset to material classification and
grasping stability prediction experiments. It is worth noting
that for grasping stability prediction experiments, we select

6 objects suitable for grasping following their setting and
achieve relatively balanced successful and failure outcomes
for grasping. Following [4], all materials can be categorized
into 7 material categories including wood, steel, polycar-
bonate, plastic, iron, ceramic, and glass. These categories
are also applied to ObjectFolder 2.0 and ObjectFolder Real
datasets.
ObjectFolder 2.0 [5]. The ObjectFolder 2.0 dataset ex-
tends [4] to 1000 objects and improves the acoustic and
tactile simulation pipelines to render more realistic multisen-
sory data. For the tactile simulation, it utilizes the Taxim
simulator instead of TACTO. Similar to the preprocessing
of ObjectFolder 1.0, we sample 200 points for each object.
To avoid overlapping with [4], we only take the 101-1000
objects. We apply this dataset to material classification,
cross-modal retrieval, robot grasping stability prediction,
and Touch-LLM. For cross-modal retrieval and Touch-LLM
tasks, we annotate text descriptions that depict the contact
point of the object from its visual input, e.g. “The corner
of a wooden table.”
ObjectFolder Real [6]. ObjectFolder Real is an object-
centric multimodal dataset containing 100 real-world house-
hold objects. The touch images are captured by the GelSlim
tactile sensor. Similarly, we sample 200 points for each ob-
ject thus containing in total of 20k visuo-tactile pairs. We
apply this dataset to a material classification task, which is
considered an out-of-domain dataset.
SSVTP [7]. SSVTP dataset is a recent human-collected
visuo-tactile dataset containing 4.9k paired visuo-tactile im-
ages. The touch images are collected via the DIGIT tactile
sensor. The objects in this dataset are mainly from garments
but also contain materials of metal. We apply this dataset
to material classification. As the dataset does not contain
material labels, we annotate material labels from the visual
images. In total, we classify all images into 6 material cate-
gories including cotton, metal, denim fabric, plastic, wood,
and nylon.

A.2. Implementation Details

We show more implementation details in this section.
Image synthesis with touch. We used a pretrained stable
diffusion-2.1 unclip [8] to perform zero-shot touch-to-image
generation by replacing the text condition with our aligned
UniTouch embedding. Specifically, we keep the simple
text "high quality" as the condition while using our
touch embedding as an additional condition. We use DDIM



sampler [9] with a guidance scale of 9 and denoising steps
of 50. Additionally, we set an embedding strength of 0.75
for our touch embedding condition. Synthesized images are
at the resolution of 768⇥768.

As for tactile-driven image stylization, similarly, we still
keep the simple text "high quality" as the condition.
However, we use both touch and image embeddings as extra
conditions to conduct image stylization. We perform a linear
combination of touch and image embeddings, the weights for
touch and image are set to 0.3 and 0.7 respectively. We use
DDIM sampler [9] with a guidance scale of 9 and denoising
steps of 50. The strength for linear combination embedding
is set to 1 and edited images are at the resolution of 768⇥768.

Touch-LLM. We adapt our model from [3, 14], which
leverages an adapter to connect our touch encoder and an
open-source large language model LLaMA [11]. We re-
place RGB image embedding with our aligned UniTouch
embedding. Concretely, we denote the global touch feature
encoded by our touch encoder as FT 2 R1⇥CT , where CT

is the dimension of the touch embedding. Inspired by prior
work [3, 14], we use a projector f , which encodes FT to have
the same dimension as the token embedding in LLaMA [11]:

F 0
T = f (FT ) . (1)

Then we repeat F 0
T and add it to all text tokens across all

layers in language model LLaMA [11] with a zero-initialized
learnable gate function:

T q
j = hzero · F 0

T + T q
j , (2)

where j and q denotes the layer and sequence index respec-
tively, T q

j is the text token embedding, and hzero is the zero-
initialized learnable gate function. In our experiments, we
use pretrained hzero, and plug our UniTouch embedding in.

X-to-touch generation We conduct our X-to-touch gener-
ation model based on stable diffusion. While most existing
multimodal tactile datasets only contain vision and touch,
we first train an image-to-touch diffusion model and we are
able to conduct text-to-touch and audio-to-touch zero shot by
replacing the image conditioning as they are already aligned.
We use the Adam optimizer with a base learning rate of 1e-6.
Models are all trained with 30 iterations using the above
learning rate policy. We train our model with a batch size of
48 on 4 RTX A40 GPUs. Since we want to use the aligned
condition embeddings, the conditional model is frozen dur-
ing training. The condition embeddings are integrated into
the model using cross-attention. We use the frozen, pre-
trained VQGAN to obtain our latent representation, with
a spatial dimension of 64×64. During the inference, we
conducted the denoising process for 200 steps and set the
guidance scale s = 7.5.

A.3. Evaluation Details

Touch-to-image generation Following [13], we use three
evaluation metrics of Frechet Inception Distance (FID), Con-
trastive Visuo-Tactile Pre-Training (CVTP), and Material
Classification Consistency. FID is a standard evaluation met-
ric in image synthesis that compares the distribution of real
and generated image activations using a trained network.
CVTP [13] is a metric similar to CLIP but measures the
cosine similarity between the visual and tactile embeddings
learned for the generated images and conditioned tactile
signals, which used an off-the-shelf network. Material classi-
fication consistency [13] uses a material classifier to catego-
rize the predicted and ground truth images and measure the
rate at which they agree, where we use CLIP as the zero-shot
material classifier by feeding the prompt of "material
of [CLS]".
Touch-LLM. We feed each vision language model
(including our Touch-LLM) with a touch image and
text prompt: "You will be presented with
a touch image from an object/surface.
Can you describe the touch feeling and
the texture?". In the end, we use GPT-4 to perform
the automatic evaluation for each model following prior
work [1]. Specifically, we provide GPT-4 with: 1) a system
prompt describing the desired evaluation behavior; 2) the
question; and 3) a human-crafted reference response; 4)
each model’s generation result (more details see supp.). We
instruct GPT-4 to rate each model’s generations on a scale of
1 to 5 given the reference response. The template is shown
in Fig. 2.
X-to-touch. We test the effectiveness of the x-to-touch
model on the Touch and Go dataset, which is the only real-
world dataset that contains objects and scenes in the wild. As
the objects in this dataset are closely related to the material
properties, we measure the material classification consis-
tency between different touches generated from different
modalities. We use our UniTouch embedding as the off-the-
shelf zero-shot material classifier. For quantitative results
for text-to-touch generation, we use the 400 human-labeled
text captions as the input. For audio-to-touch generation,
as there is no impact sound correlated to this dataset, we
manually select audios from ObjectFolder 2.0 as the input
that have the same material properties or geometry with the
visual image for qualitative evaluations, as shown in Fig. 5.

A.4. Additional Experiments

In-batch sampling mix rate selection. We evaluate dif-
ferent choices of � for in-batch sampling, where � denotes
the percentage of the data that comes from the same dataset
while the rest from others. We set � to {0, 0.5, 0.75, 1.0}
and evaluate their zero-shot material classification perfor-
mance on all six datasets, as shown in Fig. 1. We observe



Figure 1. Effect of � for in-batch sampling. We compare the
average zero-shot material classification accuracy from six datasets
using different � of 0, 0.5, 0.75, 1.

that if we select � = 0, the ability to distinguish between
intra-sensor samples is significantly undermined thus leading
to inferior performance. As the � is increasing, the model
is able to better distinguish between intra-sensor samples.
In the extreme case when � = 1.0 where all samples come
from the same dataset, the model will have no exposure to
the inter-class negatives. We observe that the performance
in this case is actually decreasing. This demonstrates the
effectiveness of design to balance between inter-sensor and
intra-sensor negatives. We empirically found that selecting
� = 0.75 obtains a good trade-off between these factors.
Image synthesis with touch. We leverage our aligned
UniTouch embedding and pretrained text-to-image stable
diffusion model [8] to generate more qualitative results of
touch-to-image generation and tactile-driven image styliza-
tion as presented in Fig. 3. It shows that our UniTouch
embedding can guide image synthesis successfully in a zero-
shot manner.
X-to-touch generation. We show more examples of X-
to-touch generations on the Touch and Go [12] dataset in
Fig. 5, where we generate touch images using image, text,
and audio.
Touch-LLM. We show more touch image question an-
swering examples in Fig. 4.



system prompt (human authored)

You are EvaluationGPT, an expert language model at judging whether or not a response adequately answers the question.

More specifically, you will be given the following:

1. A question: This is a question which requires machine to generate a reasonable answer.

2. A high-quality reference answer: This is a human crafted answer, which should address the question.

3. A candidate response: This is a response generated by model trying to answer the question.

Your job is to judge whether the response adequately answers the question given the reference answer. Please output the

number from 1 to 5.

- 1 represents the response is totally irrelevant to the question. 5 means the response fully addresses the question given

reference answer.

user (human authored)

I will provide question to you. Then, I will provide a reference answer which is an example of a high quality output for that

question in the context of the image (image is not provided). Then I will offer you a candidate response that tries to address

the question. Your job is to rate the response on a scale of 1 to 5.

assistant (human authored)

Sure, please provide the question, reference answer, and the candidate response. Then I will rate the response on a scale of 1

to 5 to judge whether the response adequately address the question.

user (human authored)

OK. Here is the question, the high-quality reference answer, and the candidate response.

Question: You will be presented with an touch image from a object/surface. Can you describe the touch feeling and the

texture?

Reference: The surface appears to be a piece of fabric. The fabric looks soft and textured with a knit or woven pattern.

Touching it would likely feel warm, soft, and slightly bumpy due to the textures. The material would be flexible and

malleable, conforming easily to pressure and touch, providing a comfortable and gentle tactile experience.

Response: The touch image shows a soft, fuzzy, and cozy texture, which is characteristic of the material used to make the

sweater. The sweater is likely made from a warm and comfortable material, such as cotton or a blend of cotton and other

fibers. The texture of the sweater is smooth and inviting, making it an ideal choice for a comfortable and relaxed outfit.

Figure 2. GPT-4 evaluation template. We use this template to instruct GPT-4 for automatic evaluation of our Touch-LLM and other
selected open-source VLM baselines.



Tactile-driven Image StylizationTouch-to-Image Generation

Touch Reference OursSourceTouch Reference Ours

Figure 3. More examples of zero-shot image synthesis with touch. (Left) We generate an image of a scene given a tactile signal. (Right)
We perform tactile-driven image stylization to manipulate an image to match a given touch signal. We denote “reference” as visual images
paired with the input touch in the dataset, which are not seen by the model but only shown for demonstration purposes. The last two rows are
failure cases.



触觉图的触觉的感觉和质地
纹理是由植物的叶子组成的，
这些植物的叶子呈现出细腻
的纹理和柔软的触觉。

你能告诉我提供的触觉图里的
触觉的感觉和质地纹理吗？

Input touchReference

The object in the touch image 
is made of a rough, grainy
material, which could be a 
mixture of sand, small rocks, 
or other similar materials.

Can you describe material 
of the object presented in 
touch image?

Input touchReference

The object is likely to be a flat 
surface, which suggests that it 
might be difficult to hold or 
grip it securely.

How easy or difficult is it to 
hold or grip the object?

Input touchReference

The object, seemingly made of 
wood, rebounds when pressed, 
suggesting that it is stiff and 
resistant to deformation or 
damage.

How does the object respond to 
pressure? Does it bounce back 
or retain indentations? Please 
answer based on its material.

Input touchReference

The touch located on the 
medical bottle is on the neck
of the bottle.

What part of the medical 
bottle this touch located?

Input touchReference

Yes. This is because the point 
is likely to be a sharp edge, 
which can cause injuries when 
it comes into contact with a 
person's skin.

Will people get hurt when 
hitting the point from the 
touch image? Why?

Input touchReference

The object in the touch image 
appears to be highly
reflective, which suggests that 
it is likely made of a material 
with a high reflective index, 
such as glass or a mirror.

Can you tell me the 
reflectivity of the object in 
the touch image?

Input touchReference

The object presented in
touch image is likely made of 
wood.

What is the material of the 
object presented in
touch image?

Input touchReference

Yes. Because the gripper is still 
in contact with the object. 

Is this object grasped
into the air? Please explain 
whether the gripper is in contact 
with the object from the touch 
image. 

Input touchReference

The object in the touch image is 
made of a material that appears 
to be a combination of metal and 
plastic. It could be a metal watch 
or a metal-encased electronic 
device.

Can you describe material 
of the object presented in 
touch image?

Input touchReference

The letter in English alphabet 
represented by the touch 
image of braille is D.

What is the letter in English 
alphabet of this touch 
image of braille?

Input touchReference

The object in the touch image is 
made of a material that is not 
easily identifiable, but it appears 
to be a small, lightweight, and 
possibly plastic or rubber-like 
material.

Can you describe material 
of the object presented in 
touch image?

Input touchReference

Figure 4. More examples of Touch-LLM. We show more question-and-answering examples for touch images using our Touch-LLM.
We denote “reference” as visual images paired with the input touch in the dataset, which are not seen by the model but only shown for
demonstration purposes. The last row is the failure case. Incorrect portion is highlighted in red.



Vision Touch Text Touch Audio Touch

The surface 
appears to be a 
piece of fabric, 
possibly a 
garment.

The object in 
the image is a 
large rock with 
a fairly rough
and irregular
surface.

The surface is a 
wooden plank 
or board, which 
is textured, 
grainy, and 
slightly rough.

Wood

The surface in 
the image 
appears to be a 
printed sign or 
poster with a 
smooth finish.

Plastic

The surface in 
the image 
appears to be a 
flat surface 
made of 
ceramic.

Ceramic

The surface in 
the image 
appears to be 
the edge of a 
metal object.

Edge

Figure 5. More examples for X-to-touch generation. We show more examples of x-to-touch generations on the Touch and Go [12] dataset.
We manually select audios from ObjectFolder 2.0 [5] matching the vision input. Since the overlapping material categories between [5]
and [12] are limited and [5] only contains rigid objects, impact sound for materials like stone and cloth can not be found.
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