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1. More Implementation Details
1.1. MLoRE Module Stacking

In our method, we stack two MLoRE modules after each
selected backbone layer. In the first MLoRE module, the
lightweight task-specific 1 x 1 convolutions are utilized to
project the backbone feature to different task features. In the
second MLoRE module, as the task-specific features have
been split already, we utilize 1 x 1 convolutions directly to
deal with task-specific features. Moreover, as the MLoRE
is a linear module, we add a task-specific non-linear block
between the two MLoRE modules to introduce the non-
linearity into our decoder. Each non-linear block is com-
posed of a GELU-BatchNorm-Linear structure.

1.2. MoE Optimization

Following previous MoE-based MTL methods [1,3], we uti-
lize the noising gating and load-balancing loss proposed by
Shazeer et al. [5], which is a common practice in sparse
MoE training [4, 5].

One may concern that without the load-balancing loss,
it will have a higher possibility for an expert to be ac-
tivated by all the tasks on the same sample. However,
we can’t discard the load-balancing loss to construct the
global relationships across all the tasks in one expert for
two reasons. Firstly, discarding the load-balancing loss will
weaken MoE’s ability to dynamically choose different ex-
perts for different samples, which is opposite to our motiva-
tion for using MoE. Secondly, without the load-balancing
loss, most experts will be less or never activated, which
will hurt the capacity of MoE. On the contrary, the pro-
posed task-sharing generic path will not harm the ability
of dynamic routing and the capacity of MoE. We will prove
the necessity of load-balancing loss in the following exper-
iments.

In addition, our MLoRE is trained with the top-%k con-
straint. When training MoE without top-k constraint, we
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found each expert would be shared by all the tasks. How-
ever, we empirically found that this might make the opti-
mization process difficult and harm MoE’s ability to build
relationships in a subset of tasks. As aresult, although it can
build global task relationships, the performance is highly
influenced without the top-k constraint, as described in the
left figure of Fig. 5 in the main paper. It can be seen that
the performance of the setting without top-%k constraint is
lower than the top-k settings. On the contrary, our proposed
task-sharing generic path can explicitly build global task re-
lationships while MoE still builds relationships in a subset
of tasks.

1.3. Re-parameterization During Training

Since the re-parameterization can speed up the forward
propagation, it is natural to ask if we can extend the
re-parameterization to the training phase for better train-
ing efficiency. However, in our MLoRE module, the re-
parameterization can only be performed at the inference
stage. The re-parameterization in training will largely in-
fluence the training-time behaviour and the reason is the
BatchNorm layer in our MLoRE module. We follow
RepVGG [2] to set BatchNorm in our task-sharing low-rank
expert path, which is important for the re-parameterization-
based method as stated in Sec. 4.2 of RepVGG. When a
BatchNorm layer merges with a convolution layer in train-
ing, the feature statistics for this BatchNorm layer will be
hard to perform.

2. Additional Study on MLoRE Module
2.1. Number of MLoRE Module

The number of the MLoRE module at one scale would also
influence the performance. We conduct a series of experi-
ments on it, and the results are shown in Tab. 1. It can be
seen that when increasing the number of the MLoRE mod-
ules from 1 to 2, the MTL gain is increased from -1.25 to
-0.58. When further stacking 1 MLoRE module, we do not
observe obvious performance gain (-0.74 v.s. -0.58). Thus,
in our paper, we set the number of the MLoRE module at



Table 1. Ablation on the number of MLoRE module on PASCAL-
Context dataset.

Semseg Parsing Saliency Normal Boundary | MTL
mloU 1 mloU 1t maxF1T mErr] odsF1T [A, T

1 78.80 66.83 85.15 1357 73.40 |-1.25
79.26 67.82 8530 13.65 74.69 |-0.58
3 79.05 6794 8507 1372 74775 |-0.74

Number

Table 2. Ablation on the rank setting of the low-rank task-sharing
generic path on PASCAL-Context dataset.

Semseg Parsing Saliency Normal Boundary | MTL
mloU 1t mloU?T maxF1T mErr] odsFT [Apn 1
16 78.53 66.71 8527 13.68 73.70 |-1.41
128 78.78 67.01 85.08 13.70 73.98 |[-1.26
vanilla (3x3)| 79.26 67.82 8530 13.65 74.69 |-0.58

Rank

Table 3. Ablation on the number of experts on PASCAL-Context
dataset.

Expert |Semseg Parsing Saliency Normal Boundary | MTL
Number |mloU + mIoU 1 maxF1 mErr] odsF1T |An T
0 7830 6743 85.19 14.03 7452 |-1.58
5 7873 6747 85.16 1376 7436 |-1.11
10 7895 67.75 8524 13.63 7451 |-0.72
15 79.26 67.82 8530 13.65 74.69 |-0.58
20 79.19 6792 85.13 1357 7455 |-0.53

each scale to 2.

2.2. Low-rank Task-Sharing Generic Path

We further ablate the effectiveness of the low-rank task-
sharing generic path. We utilize the low-rank format of
a vanilla 3x3 convolution in the task-sharing generic path
to explore whether we can design a lighter module with a
fully low-rank structure in MLoRE. The results are shown
in Tab. 2. With the increase of the rank, the performance
improves on most of the tasks. When using the vanilla 3x3
convolution, its performance outperforms the low-rank set-
tings by a large margin. This result shows that it is beneficial
to use the vanilla 3x3 convolution rather than its low-rank
format to construct the task-sharing generic path.

2.3. Detailed Results for Number of Task-Sharing
Low-Rank Experts and Top-k Selection

We present the detailed performance of the number of task-
sharing low-rank experts and top-k selection for every task
in Tab. 3 and Tab. 4. It can be seen that increasing the num-
ber of experts can achieve better performance on most of the
tasks, which is also verified in previous work [1]. This also
proves the necessity of introducing the linear and low-rank
structure into the MoE.

Table 4. Ablation of the top-k with 15 experts on PASCAL-
Context dataset.

Top-F Semseg Parsing Saliency Normal Boundary | MTL

P mloU T mloU1T maxFT mErr] odsF1T [Ap, T

k=3 | 79.22 67.84 85.18 13.70 7425 |-0.72

k=6 | 79.19 67.81 85.25 13.66 74.64 |-0.65

k=9 | 79.26 67.82 85.30 13.65 74.69 |-0.58

k=12|79.05 67.75 85.23 13.58 7443 |-0.64

k=15| 7891 67.51 85.18 13.54 7422 |-0.75
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Figure 1. Ablation study on the number of experts N and the
number of activated experts K on dataset NYUD-v2. In the right
figure, we also present the parameter change of the MLoRE mod-
ule with the increase in the number of experts.

Table 5. Ablation of the effectiveness of load-balancing loss in dif-
ferent settings on PASCAL-Context dataset. MoE: baseline with
the standard MoE structure. LoRE: baseline with the task-sharing
low-rank expert path. Ours: our MLoRE is equipped with all the
components. w/o LB loss: without the load-balancing loss.

Semseg Parsing Saliency Normal Boundary | MTL
mloU T mloU1 maxF{ mErr] odsF1 (AT

MoE 78.56 66.78 85.17 13.58 7391 |-1.20
w/o LB loss| 78.32 6641 85.14 13.58 73.81 |-1.40
LoRE 78.38 66.21 85.15 1371 7353 |-1.71
w/o LB loss| 78.04 66.05 85.10 13.69 73.60 |-1.80
Ours 79.26 67.82 8530 13.65 74.69 |-0.58
w/o LB loss| 79.01 68.03 85.24 13.66 74.38 |-0.70

Settings

2.4. Effectiveness of Load-Balancing Loss

We conduct extensive experiments to verify the effective-
ness of load-balancing loss. To prove its necessity for the
MOoE structure, we test three settings with different designs.
The results are shown in Tab. 5. It can be clearly seen that
with the load-balancing loss, it will achieve better perfor-
mance on most tasks in all three settings. The MTL gain
is also improved with the load-balancing loss. The quan-
titative results demonstrate the effectiveness of the load-
balancing loss for the MoE structure and motivates us to
propose the task-sharing generic path rather than discard the
load-balancing loss to build global relationships.

2.5. Ablation on NYUD-v2

We also conduct some important ablations on the NYUD-v2
dataset. Specifically, we conduct the ablation on the num-



Table 6. Performance comparison between our method and the relationships and effectively aid the final results without the
baseline based on ViT-L on the NYUD-v2 and PASCAL-Context task-sharing generic path.

datasets.

Pascal-Context NYUDv2

Method | Semseg Parsing Sal. Nor. Bound.|Semseg Depth Nor. Bound.
Baseline| 78.59  67.78 84.43 13.87 70.26 | 54.55 0.6043 18.62 75.21
Ours | 8141 70.52 84.90 13.51 7542 | 55.96 0.5076 18.33 78.43

Table 7. Ablation of the top-k with 15 experts on PASCAL-
Context dataset.

Method |Semseg Parsing Saliency Normal Boundary| MTL
(HRNet18) | mIoU 1 mloU 1 maxFT mErr] odsF1T |[An, 1
MTI-Net | 61.70 60.18 84.78 14.23 70.80 |[-2.12

ATRC | 62.69 59.42 84.70 1420 7096 |-1.98

Ours 62.43 60.78 84.85 14.05 71.84 |-1.13

ber of task-sharing low-rank experts and top-k selection on
NYUD-v2. The results are shown in Fig. 1. In addition, we
also show the relation visualization on NYUD-v2 in Fig. 2
It can be seen that the results of these ablations still support
the conclusions in our main paper.

2.6. More Quantitative Results

We show the performance of the baseline models based on
ViT-L in Tab. 6. Furthermore, we conduct experiments to
evaluate the performance based on HRNet18 [6]. The re-
sults are shown in Tab. 7. Our method outperforms other
methods in terms of A,,, by a large margin.

3. More Visual Results
3.1. More Visual Comparison Results

We present more qualitative results compared with the for-
mer SOTA methods, TaskPrompter [8] and InvPT [7]. In
Fig. 3 and Fig. 4, we can see that our method generates bet-
ter visual results than previous SOTA methods on most of
the tasks.

3.2. Relation Visualizations from More Layers

We present the relation visualization between tasks and the
low-rank experts from every scale in Fig. 5. These visual-
izations clearly show that experts with different ranks tend
to learn different subsets of tasks for all the MLoRE mod-
ules. We also show the ratio for different experts to be ac-
tivated by different numbers of tasks when the task-sharing
generic path is not added for all the MLoRE modules in
Fig. 6. Most of the experts in MLoRE modules are seldom
activated by all the tasks which ties in with our motivation.
A few experts are shared by all the tasks more frequently,
though, we find that the minimum gating value among the
five tasks for these experts is relatively low, which is under
half of the average value (0.11) for most of the time. This
can also prove that it is hard for one expert to build global
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Figure 2. (a) The relations between tasks and low-rank experts on dataset NYUD-v2. (b) The ratio of an expert activated by different
numbers of tasks in the MLoRE module without the task-sharing generic path on dataset NYUD-v2. We can see that without the task-
sharing generic path, there are only a few experts can be activated by all four tasks. Horizontal coordinates represent the ranks of different
experts.
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Figure 3. More Qualitative comparison on PASCAL-Context dataset among different methods, including InvPT [7], TaskPrompter [8], and
ours. Best viewed with zoom-in. It can be seen that our method achieves better visual results than other methods on all five tasks thanks to
the proposed MLoRE module.
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Figure 4. More Qualitative comparison on NYUD-v2 dataset among different methods, including InvPT [7], TaskPrompter [8], and ours.
Best viewed with zoom-in. It can be seen that our method achieves better visual results than other methods on all five tasks thanks to the
proposed MLoRE module.
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Figure 5. The relations between tasks and low-rank experts in all the MLoRE modules in our model.
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Figure 6. The ratio of an expert activated by different numbers of tasks in all the MLoRE modules in our model when the task-sharing
generic path is not equipped. Horizontal coordinates represent the ranks of different experts.
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