Appendix for DetCLIPv3: Towards Versatile Generative Open-vocabulary
Object Detection

A. Additional Implementation Details

Training. The training of DetCLIPv3 involves data from
various sources. Table 1 summarizes detailed data informa-
tion used in different training phases. Since the training pro-
cess varies for different data type, (e.g., the object captioner
accepts only image-text pair data as input), we design each
iteration’s global batch to contain only one type of data.

For the training of the the open-vocabulary detector, fol-
lowing previous DetCLIP works [21, 23], we initialize the
text encoder with the parameters of FILIP’s [22] language
model, and reduce its learning rate by 0.1 during training to
preserve the knowledge obtained via FILIP’s pre-training.
To improve training efficiency, we set the maximum text
token length for the text encoder to 16.

For the training of the object captioner, we initialize
the captioner with the pre-trained weights of Qformer [8],
whereas the deformable [26] cross-attention layers are ran-
domly initialized. To preserve the knowledge acquired dur-
ing Qformer [8] pretraining, the object captioner utilizes the
same BERT [5] tokenizer for processing text input, different
to the text encoder which employs the CLIP [15] tokenizer.
The maximum text token length for the object captioner is
set to 32.

In each training stage, to conserve GPU memory, auto-
matic mixed-precision [13] and gradient checkpointing [2]
are employed. Table 2 summarizes the detailed training set-
tings for each training stage.

Training Stage ‘ Dataset Total Volume
0365 [17](0.66M), GoldG [9](0.77M),
Stage 1 V3Det [20](0.18M) 1.61M
Stage2 | GranuCap50M 50M
0365 [17](0.66M), GoldG [9](0.77M),
Stage 3 V3Det [20](0.18M), GranuCap600K (0.6M) 22IM

Table 1. Dataset information for each training stage of Det-
CLIPv3. 0365 refers to the Objects365 v2, from which we sam-
ple 0.66M data with balanced class for training, similar to previ-
ous DetCLIP v1/v2 [21, 23] works. GranuCap50M is developed
with our proposed auto-annotation pipeline, using 5S0M image-
text pairs sampled from a collection of CC3M [18], CC12M [1],
YFCC100M [19] and LAION400M [16].

Inference. Inference process of DetCLIPv3’s OV detec-
tor follows DINO [25], where the results for each image
are derived from the predictions of 300 object queries with
highest confidence scores. For the fixed AP [4] evalua-
tion on the LVIS [6] dataset, it is required that each cat-
egory within the entire validation set has at least 10,000
predictions. To ensure an sufficient number of predictions
per image, we adopt an inference process similar to that
of GLIP [9]. Specifically, during inference for each data
sample, the 1203 categories are split into 31 chunks, with
a chunk size of 40 categories. We conduct inference sep-
arately for each chunk and retain the top 300 predictions
based on their confidence scores.

For the inference process of DetCLIPv3’s object cap-
tioner, as described in the main paper, for each image, we
utilize the most frequent 15k concepts from our developed
noun concept corpus as text queries to extract top 100 fore-
ground regions with highest similarity. After the genera-
tion of descriptive labels for these regions by the object
captioner, their confidence scores are re-calibrated using
the OV detector. A class-agnostic non-maximum suppres-
sion (NMS) operation is then performed for regions with
re-calibrated scores higher than 0.05, the results of which
are output as predictions. We set beam search’s beam size
equal to 1 for inference of object captioner.

Finetuning. We fine-tune DetCLIPv3 on 2 datasets, i.e.,
LVIS [6] and ODinW13 [9]. Table 3 and 4 summarize
the detailed fine-tuning settings for LVIS and ODinW13,
respectively. For LVIS, when fine-tuning with base cate-
gories, we exclude novel categories while sampling nega-
tive concepts. For ODinW13, similar to DetCLIPv2[23],
we employ an auto-decay learning rate schedule. Specifi-
cally, when performance reaches a plateau and persists for
a tolerance period ¢1, we reduce the learning rate by a fac-
tor of 0.1. If there is no improvement in performance for a
tolerance period ¢5, we then terminate the training process.

B. Additional Data Pipeline Details

Figure 1 illustrates an overview of DetCLIPv3’s auto-
annotation data pipeline.

Prompts. Here we provide the prompts used in each step,
including those for the VLLMs as well as for GPT-4.
1. Recaptioning with VLLM: We employ Instruct-



Config \ Stagel Stage2 Stage3

GPUs (V100) 32 (Swin-T)/64 (Swin-L)

training module OV detector object captioner all modules
training objective Laet = Latign + Lvow + Liow  Lim = E;’Tbr{ + Cl‘zg L= Lget + Lim
training epochs 12 3 5

input resolution 320 x 240 ~ 1333 x 800 320 x 320 1333 x 600 ~ 1333 x 800
batch size 128 2048 128
learning rate 2.8e-4 le-4 le-4

text encoder Ir reduce factor 0.1 - 0.1
numper of concepts (grounding/image-text pairs) 4800 - 4800
optimizer AdamW [11]

optimizer momentum £1=0.9, B2 = 0.999

weight decay 0.05

warmup iters 1000

learning rate schedule cosine annealing

text token length (text encoder) 16

text tokenizer (text encoder) CLIP [15] Tokenizer

text token length (object captioner) 32

text tokenizer (object captioner) BERT [5] Tokenizer

Table 2. Detailed pre-training settings of DetCLIPv3. C;’f;j and £§:Zg represent for language modeling training objective for object-level
captioning and image-level captioning, respectively.
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‘Spacious hotel room’, 'Hotel room’, ‘Large
window', 'Window', 'Comfortable bed',
'‘Bed’, 'Chair’, 'Desk’, 'Rug’

Step3: Instruction Tuning VLLM Generate Large-scale
Annotation

Step4: Auto-labeling Boxes

Figure 1. The illustration for DetCLIPv3’s auto-annotation data pipeline. It initially utilizes a VLLM to recaption 240K image-text pairs,
followed by the use of GPT-4 to extract object entities, formatted as {phrase, category, parent category}. Subsequently, these image-text
pairs are used for instruction tuning of a VLLM, with the trained model providing annotations for a larger-scale of 200M image-text pairs.
Finally, an OV detector is employed to provide pseudo-label bounding boxes for these data, and after applying a confidence score filtering,
50M data are sampled to form GranuCap50M.

BLIP [3] to recaption 240K image-text pairs. To lever- is directly observable in the image, while filtering out
age information from the original caption texts, we use the parts that refer to inferred contents, description of
the following prompt: atmosphere/appearance/style and introduction of his-
“Given a noisy caption of the image: {raw caption}, tory/culture/brand etc. Return solely the result without
write a detailed clean description of the image.” any other contents. If you think there is no factual de-
2. Entity extraction using GPT-4: In this step, we first scription, just return ‘None’.”

utilize GPT-4 to filter out non-entity descriptions from Subsequently, we extract information about object enti-
the captions generated by the VLLM. The prompt used ties from the filtered captions using the prompt:

is: “You are an Al tasked with developing an open-set ob-
“Here is a caption for an image: {caption}. FEx- Jject detection dataset from a large number of image cap-

tract the part of factual description related to what tions, without access to the actual images. Your mission



Config Value
GPUs (V100) 16
training epochs 16
optimizer AdamW [11]
optimizer momentum B1 =0.9, B2 = 0.999
Ir for image encoder 2e-5
Ir for text encoder 2e-6
weight decay 0.05
warmup iters 1000
learning rate schedule cosine decay
batch size 64
input resolution 1333 x 800
number of concepts per sample 150
. multi-scale training,

augmentation ;
random flip

Table 3. Detailed fine-tuning settings for LVIS [6].

Config ‘ Value
GPUs (V100) 8
maximum training epochs 250
optimizer AdamW [11]
optimizer momentum B1 = 0.9, 52 = 0.999
Ir for image encoder 4e-5
Ir for text encoder 4e-7
weight decay 0.05
warmup iters 500
learning rate schedule auto-step decay
Ir decay tolerance ¢; (epochs) 10
training terminate tolerance ¢s (epochs) 15
minimum Ir to stop decay le-8
batch size 32
input resolution 1333 x 800
. multi-scale training,

augmentation :
random flip

Table 4. Detailed fine-tuning settings for ODinW13 [9].

is to accurately identify and extract 'objects’ from these
captions, following the principles below:

1. ’Objects’ are physically tangible: They must be con-
crete entities that can be visually represented in an im-
age. They are NOT (1) abstract concepts (like ’his-
tory’, ’culture’) or feelings (like ’sorrow’, happiness’),
(2) meta-references to the image itself (e.g., 'image’,
‘picture’, ’photo’) or the camera (e.g. something is
facing the 'camera’), unless they are specifically refer-
ring to physical elements within the image. (3) any
descriptors (like ’appearance’, ’atmosphere’, ’color’),
(4) events/activities and processes (like 'game’, ’'pre-
sentation’, performance’) and specific event types (like
‘country style wedding’, ’film festival’), (5) composi-
tional aspects (like ’perspective’, 'focus’, ’composition’)
or viewpoint/perspective (like "bird’s eye view’).

2. ’Objects’ are visually distinct: They are standalone
entities that can be visually isolated from their environ-

ment. They do not include environmental characteristics
(like "colorful environment’) and general location/scene
descriptors (e.g., ’scene set indoors’, ’country setting’,
'sunny day’, ’black and white illustration’)

Adhere to these guidelines for the extraction process:

1. Consolidate duplicates: If multiple extracted ’objects’
refer to the same entity in the caption, merge them into
one while retaining conceptual diversity.

2. Categorize the descriptive variants: For 'objects’ de-
scribed with adjectives, provide both versions - with and
without the adjective.

3. Identify the broader category: Assign a ’parent cate-
gory’ that each ’object’ belongs to.

Present your results as a numbered list in this format: id.
‘object with adjective’, ’object without adjective’, ’par-
ent category’. Your response should consist exclusively
of results, with no superfluous content.

Here’s the caption: {caption}”

3. Instruction tuning of VLLM for large-scale annota-
tion: In this phase, we use the caption texts and ob-
ject entity information obtained from the above steps to
fine-tune the LLaVA [10] model. Here, we combine the
aforementioned information into a new concise prompt,
and the question-answer pair is constructed as:
Question:

“From the noisy caption of the image: {raw caption},
generate a refined image description and identify all vis-
ible 'objects’ — any visually and physically identifiable
entity in the image. Keep the following guidelines in
mind:

1. Merge similar ’objects’ from the caption, preserving
conceptual diversity.

2. For adjective-described ’objects’, provide versions
both with and without the adjective.

3. Assign a ’parent category’ for each ’object’.

Present results as:

Caption: {caption}

Objects: {id. ’object with adjective’, "object without ad-
Jjective’, "parent category’}.

<image tokens>"

Answer:

Caption: {refined caption}

Objects: {entity information}

Here, the VLLM receives image tokens, i.e., <image
tokens>, along with their original captions, i.e., {raw
caption}, as inputs, and learns to generate refined cap-
tions and extract information about object entities.

Visualizations. Figure 2-a and 2-b depict refined caption
and extracted entity information obtained via our proposed
data pipeline. Additionally, Figure 3 displays the bounding
box pseudo-labels generated by our Swin-L-based model
after stage-1 training.



Recaption text

Extracted entities

1.'Man in a vest' | ‘Man' | 'People’
A man and a woman are sitting at a casino table 2."Woman in a black dress’ | 'Woman' | ‘People’
. 9 ; ' 3. 'Casino table' | 'Table' | 'Furniture’
surro_unded by chlps and cards. The man is 4."Chips' | ‘Chips' | 'Gaming Equipment’
wearing a vest, while the woman is dressed in a 5. ‘Cards’ | 'Cards' | ‘Gaming Equipment’
black dress. They appear to be engrossed in a ., a T L ) ,g auip
game of roulette. 6. 'Vest' | 'Vest' | 'Clothing .
7. 'Black dress' | 'Dress' | 'Clothing'
8. 'Game of roulette' | 'Roulette’ | 'Gaming Equipment’
1. 'Beautiful outdoor setting' | 'outdoor setting' |
‘Locations’
The image depicts a beautiful outdoor setting, 2. 'Wooden table' | 'table’ | 'Furniture’
featuring a wooden table and chairs placed in a 3. 'Chairs' | ‘chairs' | 'Furniture’
garden area surrounded by lush greenery. The 4.'Garden area' | 'garden’ | 'Locations’
table is adorned with candles and lanterns. A 5. 'Lush greenery' | 'greenery’ | 'Nature'
walkway leads to the table. 6. 'Candles’ | 'candles’ | 'Decorations’
7. ‘lanterns'| ‘lanterns'|'Decorations’
8. 'Walkway' | 'walkway' | 'Locations'
1. 'Cute sea animals' | 'sea animals' | 'Animals’
2.'Sharks' | 'sharks' | 'Sea Animals'
3. 'Fish' | 'fish' | 'Sea Animals'
4. 'Piranha’ | 'piranha’ | 'Sea Animals'
The image features a set of cute sea animals, 5.'Octopus’ | ‘octopus’ | 'Sea Ammals'
including sharks, fish, piranha, octopus, manatee, 6. 'Manatee' | 'manatee’ | 'Sea Animals'
whale, dolphin, narwhal, corals, and algae. 7.'Whale' | 'whale' | 'Sea Animals’
8. 'Dolphin’ | 'dolphin’ | 'Sea Animals'
9. 'Narwhal' | 'narwhal’ | 'Sea Animals'
10. 'Corals' | 'corals' | 'Sea Animals'

1

1. 'Algae’ | 'algae’ | 'Plants’

1. 'Luxurious spa room' | ‘Spa room' | 'Rooms’
The image depicts a luxurious spa room in the 2. 'Shangri-La Hotel' | 'Hotel' | 'Buildings'
Shangri-La Hotel at The Shard, located in London. 3. 'The Shard' | 'Building' | 'Buildings’
The room features two massage beds, each with a 4. 'Two massage beds' | 'Massage beds' | 'Furniture’
white cover and pillows. There are also two chairs in 5. 'White cover' | 'Cover' | 'Textiles’
the room, one of which is placed next to one of the 6. 'Pillows' | 'Pillows' | ‘Textiles’
massage beds. A potted plant can be seen in the 7. 'Two chairs' | 'Chairs' | 'Furniture’
corner of the room. 8. 'Potted plant' | 'Plant’ | 'Plants'
1. 'Black bowl of Miso Noodle Soup' | 'Bowl" |
'Kitchenware'
The image features a black bowl of Miso Noodle g .1’\-/:)'?3 g‘u?fiqlle_ri?ﬂpl ,nggZ.p | Food
Soup, which contains tofu puffs, hard-cooked 4. 'Hard-cooked eggs' | 'Eggs' | "Food'
eggs, rice noodles, Asian green vegetables, 5. 'Rice noodles' | 'Noodles' | ‘Food'
roasted seaweed, and soup. 6. 'Asian green vegetables' | 'Vegetables' | 'Food'
7. 'Roasted seaweed' | 'Seaweed' | 'Food'
1. 'Dining table' | 'table' | 'Furniture'
2. 'Variety of food items' | 'food items' | 'Food'
. . ) ) 3. 'Croissants' | 'croissants' | 'Food"
The image features a dining table with a variety of 4. 'Bananas' | 'bananas’ | 'Food’
food items, including croissants, bananas, grapes, o o o ,
and apples. There is also a bowl! of fruit on the 5. ‘Grapes‘ | Igrapes‘ I,FOOd,
table. A bottle of water can be seen in the 6. IAppIes | aplplgs | F,OC,Jd. ,
7. 'Bowl of fruit' | 'bowl" | 'Kitchenware
background. 8. 'Bow of fruit' | fruit | 'Food’
9. 'Bottle of water' | 'bottle' | 'Kitchenware'

10. 'Bottle of water' | 'water' | 'Beverage'

Figure 2-a. Examples of refined captions and extracted object entities yield by DetCLIPv3’s data pipeline.



Recaption text

Extracted entities

The image features a plush doll of Santa Claus
sitting in a box, reading "The Night Before
Christmas" book.

1. 'Plush doll of Santa Claus' | 'Plush doll' | 'Toys'
2.'Santa Claus' | 'Santa Claus' | 'Fictional Characters'
3.'Box' | 'Box' | 'Containers'

4. ""The Night Before Christmas" book' | 'Book’ |
'Literature’

The image features a colorful and vibrant
illustration of the planets of the solar system,
including Earth, Mars, Venus, Jupiter, Saturn,
Uranus, Neptune, and Pluto. These planets are
arranged in a circular pattern on a dark
background.

1. 'Colorful and vibrant illustration' | "illustration’ |
'Artwork'

2. 'Planets of the solar system' | 'planets’ | 'Space Objects'
. 'Earth’ | 'Earth’ | 'Planets’

'Mars' | 'Mars' | 'Planets’

‘Venus' | 'Venus' | 'Planets’

. Jupiter' | 'Jupiter' | 'Planets’

.'Saturn’ | 'Saturn' | 'Planets’

. 'Uranus’ | 'Uranus' | 'Planets’

. 'Neptune' | 'Neptune' | 'Planets’

10. 'Pluto’ | 'Pluto’ | 'Planets’

©CO~NO U AW

The image features a dining table set up on a
balcony overlooking the ocean. The table is
adorned with a white plate, which holds a
delicious breakfast meal consisting of eggs,
bacon, fruit, and orange juice. A fork, knife,
and spoon are also present on the table, ready
to be used for the meal.

1. 'Dining table set up on a balcony' | 'Dining table' | 'Furniture’
2. 'Balcony overlooking the ocean'’ | ‘Balcony' | ‘Architectural
elements'

‘White plate' | 'Plate’ | 'Tableware'

‘Delicious breakfast meal' | ‘Meal' | 'Food"

'Eggs’ | 'Eggs’ | 'Food'

‘Bacon' | ‘Bacon’ | 'Food'

‘Fruit" | 'Fruit' | 'Food'

‘Orange juice' | 'Juice’ | 'Beverages'

‘Fork’ | 'Fork' | 'Tableware"

10. 'Knife' | 'Knife" | 'Tableware'

11.'Spoon' | ‘Spoon' | 'Tableware'

©® NP O AW

ecaltions |

/l Soy sauce//‘;)

The image features a collection of ingredients
for making fried rice, arranged on a black
surface. These ingredients include various
vegetables such as peas, carrots, cauliflower,
and onions, as well as eggs, soy sauce, and
sesame seeds.

. 'Collection of ingredients' | 'ingredients' | 'Food items'
. 'Fried rice' | 'rice' | 'Food items'

. 'Black surface' | 'surface' | 'Household items'

. 'Various vegetables' | 'vegetables' | 'Food items'
'Peas’ | 'peas’ | 'Food items'

. 'Carrots' | 'carrots' | 'Food items’

. 'Cauliflower' | ‘cauliflower’ | 'Food items’

. 'Onions' | 'onions' | 'Food items’

9. 'Eggs’ | 'eggs' | 'Food items’

10. 'Soy sauce' | 'sauce' | 'Food items’

11. 'Sesame seeds' | 'seeds' | 'Food items'

©OND UTAWN R

The image depicts a well-organized and 1. 'Well-organized and spacious desk' | 'desk’ | 'furniture’
spacious desk in a virtual office space. The 2. 'Virtual office space' | 'office space' | 'location’
desk is adorned with various items, including a 3. 'Laptop' | 'laptop’ | 'electronics’
laptop, a lamp, a potted plant, and a vase. The 4. 'Lamp’ | 'lamp’ | 'lighting equipment’
lamp provides ample lighting for the 5. 'Potted plant' | 'plant’ | 'flora’
workspace, while the potted plant adds a 6. 'Vase' | 'vase' | 'decorative item’
touch of greenery and life to the room. 7. 'Workspace' | 'workspace' | 'location’
8. 'Room’ | 'room’ | 'location’
1.'Small dog' | 'Dog' | 'Animals'
The image features a small dog wearing a 2. 'Cowboy hat' | 'Hat' | 'Clothing’
cowboy hat, sheriff's badge, and boots. 3. 'Sheriff's badge' | 'Badge’ | 'Accessories’
4. 'Boots' | 'Boots' | 'Footwear'

Figure 2-b. Examples of refined captions and extracted object object entities yield by DetCLIPv3’s data pipeline.
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Method Backbone data data APy AP, AP. AP; AP, AP, AP. AP;
1 OWL-ST [14] CLIP B/16 WebLI2B - 31.8 354 - - 270 296 - -
2 OWL-ST [14] CLIP L/14 WebLI2B - 381 390 - - 335 349 - -
3 DetCLIPv3 Swin-T 0365,V3Det,GoldG,GranuCap50M - 437 393 445 437 3677 342 349 399
4 DetCLIPv3 Swin-L 0365,V3Det,GoldG,GranuCap50M - 45.8 469 459 455 39.6 389 384 413
5 OWL-ST+FT [14] CLIP B/16 WebLI2B LVISpe 472 378 - - 418 362 - -
6 OWL-ST+FT [14] CLIPL/14 WebLI2B LVISppe 54.1 461 - - 494 446 - -
7 DetCLIPV3+FT  Swin-T 0365,V3Det,GoldG,GranuCap50M  LVISpe 544 46.7 56.1 543 482 40.2 485 51.3
8 DetCLIPV3+FT Swin-L 0365,V3Det,GoldG,GranuCapS0M  LVISp,,e 60.8 56.7 63.2 594 54.1 458 554 564

Table 5. Zero-shot and fine-tuning AP on LVIS val [6] and minival [7]. Results labeled without ‘+FT’ represent zero-shot performance,
whereas those with +FT” indicate results of fine-tuning with LVIS base categories (LVISpase). DetCLIPv3 significantly outperforms OWL-
ST [14], which is pre-trained with 2 billion image-text pairs.



Method Backbone Sketch Weather Cartoon Painting Tattoo Handmake Average
DetCLIPv3 Swin-T 38.3 43.6 45.0 432 29.3 31.5 38.5
DetCLIPv3  Swin-L 50.8 48.6 56.9 53.7 44.5 38.2 48.8
Table 6. Detailed performance on COCO-O [12] dataset. Zero-shot AP is reported.
Q 7]
Q <] ” g
Q S -
3 g SO § s E £ & 5 £ 5 , = EF %
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= /M & < < & &3] = & & 7 > A ~ = <
1 GLIP [9] Swin-T 623 312 525 70.8 787 88.1 756 614 514 653 712 587 767 649
2 GLIPv2 [24] Swin-T 664 302 525 748 800 88.1 743 637 544 630 73.0 60.1 835 66.5
3 GLIPv2 [24] Swin-B  71.1 32.6 575 73.6 80.0 881 749 682 706 712 765 587 796 694
4 DetCLIPv2[23] Swin-T 67.5 41.8 50.8 804 798 90.1 73.7 708 548 665 777 548 822 68.5
5 DetCLIPv3 Swin-T 725 516 545 799 812 941 782 716 539 674 794 551 844 711
6 GLIP[9] Swin-L  69.6 326 566 764 794 88.1 67.1 694 658 71.6 757 603 831 68.9
7  GLIPvV2 [24] Swin-H 744 363 587 771 793 881 743 731 700 722 725 583 8l4 704
8 DetCLIPv2 [23] Swin-L. 744 441 547 809 799 90 741 694 612 681 803 571 81.1 704
9  DetCLIPv3 Swin-L 764 512 57,5 799 80.2 904 751 709 636 69.8 827 562 838 721
Table 7. Detailed fine-tuned AP on ODinW13 [9] dataset. DetCLIPv3 outperforms its counterparts by a large margin.
C. More Qualitative Results '
Q Method Backbone OV detector caOIESI(iE:r
Figure 4-a, 4-b and 4-c present additional qualitative re- P
sults showcasing multi-granular object labels generated by GLIP [9] Swin-T 2.5 FPS -
DetCLIPv3’s object captioner. In the absence of candidate DetCLIP [21]  Swin-T 2.3 FPS -
categories, DetCLIPv3’s object captioner generates dense, DetCLIPv3 Swin-T 14.5 FPS 1.2 FPS
fine-grained, multi-granular object labels, thus facilitating a GLIP [9] Swin-L 0.3 FPS _
more comprehensive image understanding. DetCLIPY3 S— 8.2 FPS 0.9 FPS

D. More Experimental Results

More results on LVIS. To comprehensively evaluate the
performance of DetCLIPv3, Table 5 provides the standard
Average Precision (AP) on LVIS, comparing it with the
state-of-the-art method OWL-ST [14], which is pretrained
on 2 billion image-text pairs. Specifically, we assess two
settings on the LVIS minival [7] and validation [6] datasets:
the zero-shot performance and the performance after fine-
tuning on LVIS base categories. Despite being pretrained
with only 50M image-text pairs, DetCLIPv3 markedly out-
performs OWL-ST, e.g., DetCLIPv3 surpasses OWL-ST’s
counterparts by over 5 AP across all settings, demonstrating
the superior learning efficiency of our method. Figure 5 pro-
vides the detection results on both zero-shot and LVISy,ee
fine-tuning settings.

Detailed performance on COCO-O. Table 6 reports the
detailed zero-shot AP performance on COCO-O [12]’s 6
domains, i.e., sketch, weather, cartoon, painting, tattoo and
handmake. Figure 6-a and 6-b visualizes the detection re-
sults, demonstrating DetCLIPv3’s robust domain general-
ization capability.

Detailed performance on ODinW13. Table 7 reports the

Table 8. Inference speed. We test the speed with V100 GPU, using
batch size=1 and FP16 inference. DetCLIPv3 can run significantly
faster than previous methods like GLIP [9] and DetCLIP [21].

detailed fine-tuned performance on ODinW 13 [9] dataset.

Inference speed. Table 8 reports the inference speed of
DetCLIPv3 as well as a comparison with previous methods.
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Figure 4-a. Qualitative results of multi-granular object labels generated by DetCLIPv3’s object captioner. In the absence of candidate
categories, DetCLIPv3’s object captioner generates dense, fine-grained, multi-granular object labels, thus facilitating a more comprehensive
image understanding.
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image understanding.
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Figure 6-a. Zero-shot detection results on COCO-O[12] dataset. DetCLIPv3 exhibits a robust domain generalization capability.
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Figure 6-b. Zero-shot detection results on COCO-O[12] dataset. DetCLIPv3 exhibits a robust domain generalization capability.
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