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1. Text-to-Video Model Architecture and Fea-
ture Selection

1.1. Text-to-Video Model

We use ZeroScope [1] text-to-video model, which is
claimed to be fine-tuned from a Modelscope model [11] on
video clips of the length of 24 frames and 576x320 resolu-
tion. Our generated results are in the same resolution with
a length of 24 frames. The model was inflated from the
StableDiffusion model [7] by introducing temporal layers
within each building block of the UNet.

1.2. Feature Selection

The decoder of the UNet in ZeroScope comprises four
blocks, each with a different resolution. We performed our
analysis on coarse features, extracted from the 2nd decoder
block of the UNet. We noticed that different coarse fea-
tures in this block performed similarly for our task. Specif-
ically, we tested intermediate features extracted from the
spatial/temporal convolution models, output tokens from
the spatial/temporal attention models, as well as features
taken directly after the Upsampling block (a.k.a semantic
DIFT features[9]). We empirically found that features ex-
tracted after the Upsampling block produce more visually
appealing edit results.

In the figure below (first row), we demonstrate this by
comparing features extracted from decoder blocks of dif-
ferent resolutions and intermediate features from the 2nd
decoder block.
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Figure 1. Feature block ablation. Results representative frame
produced by utilizing upsampler features from decoder blocks of
different resolutions (first row) and intermediate features from the
2nd decoder block (second row).

2. Additional analysis
Our inversion analysis and the retrieval results (Fig. 2 (a-c)
in the paper) demonstrate that, indeed, the resulting high-
dimensional, global features are more flexible yet retain
fine-grained motion information (as defined above). That is,
SMM features serve as an effective category-agnostic mo-
tion descriptor. We further validate it in the figure below,
where we expand the analysis of Fig. 2 (d) and demonstrate
that nearest neighbors retrieved with SMM features depict
close semantic parts’ positions.
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Figure 2. SMM Features nearest neighbor frame retrieval.

Note that the extent of motion preservation depends on
the semantic and structural similarity between the source
and target objects. For example, the dog-to-dolphin edit
(Fig. 1 in the paper) requires more extreme deviation than
the kitten-to-monkey example.

3. Implementation Details
3.1. Feature Extraction

To obtain intermediate latents, we follow [10] and use
DDIM inversion (applying DDIM sampling in reverse or-
der) with a classifier-free guidance scale of 1 and 1000 for-
ward steps, using a video-specific inversion prompt. We
use these intermediate latents for initialization and extract-
ing diffusion features.

3.2. Initialization and Sampling

In our experiments, we use 50 denoising steps using Restart
Sampling [13] combined with DDIM sampling [8], with a
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classifier-free guidance scale of 10. To obtain the initial
noise, we apply the downsampling/upsampling operation
LFξ, described in Eq. 4 with a factor ξ = 4.

3.3. Optimization details

We apply the optimization described in Sec. 4.2 for the ini-
tial 20 denoising steps. In most of our experiments, we are
using the Adam optimizer [5] with a learning rate of 0.01 for
30 optimization steps, but in cases where the edit required
a bigger deviation from the original structure, we used a
linear learning rate decay from 0.005 to 0.002 for 10 opti-
mization steps.

3.4. Runtime

The runtime of our method mainly consists of two parts -
DDIM inversion, which takes ~10 minutes, and sampling
with optimization, which takes ~7 minutes for 10 optimiza-
tion steps per denoising step and ~15 minutes for 30 opti-
mization steps per denoising step, depending on the config-
uration.

4. Baseline Comparison Details
For comparing with Tune-A-Video [12], TokenFlow [4] and
Control-A-Video [2] we used the official repositories. For
visual comparison with Gen-1 [3], we used the publicly
available web platform. Since this platform outputs videos
of different lengths with some frames being duplicated, we
excluded Gen-1 from numerical comparisons. Since SA-
NLA [6] takes 10 hours to train, we compare to their pro-
vided videos and edit prompts qualitatively.
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