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Overview. In the supplementary material, we delve into
the implementation details, providing a comprehensive un-
derstanding of our method. Furthermore, we present addi-
tional evaluation results on two tissue image classification
tasks, showcasing the effectiveness of our approach. Addi-
tionally, we enhance the visualization by including attention
maps and attribute significance histograms generated by our
proposed method.

1. More implementation details.
We have set the length of prompt tokens for each layer

to 1. The proposed ACPG module includes a transformer
encoder and decoder, both consisting of 1 layer. This con-
figuration ensures efficient and effective processing of the
data. We use HoVer-Net [1] for nuclei segmentation. It’s
a user-friendly tool available at no extra cost and off-the-
shelf. In pathology images stained with H&E, fatty cells or
vessels are shown as white regions. We consider both the
spatial arrangement of white regions and nuclei, as well as
the morphological characteristics of white regions such as
their area, eccentricity, and perimeters. The morphological
attributes are extracted with the scikit-image library [5]. For
the feature dimension, we set dA = 10 and dĀ = 384.

2. More evaluation results.
As shown in Table 1, it shows the test accuracy for two

image classification tasks. By incorporating quantitative at-
tributes, the model becomes more efficient, especially in
low-data regimes.

Furthermore, we add a pairwise t-test to compare our
method’s overall performance with other methods, as shown
in Table 2 (Note: p < 0.05 means significant improvement):
3. Effects of segmentor.

We conduct experiment to compare the performance of
different segmentation methods, as shown in Table 3. En-
hanced segmentation improves attribution calculation and

Table 1. Test accuracy on NAFLD abnormalities classification and
histological findings recognition tasks.

Methods NAFLD-anomaly Liver-NAS
(recognition)10% Training 50% Training 100% Training

Fabian et al. [2] 78.91±1.74 94.56±0.68 97.36±0.47 93.76±2.57
SAR [6] 81.06±3.39 99.10±0.35 99.54±0.19 95.12±1.01
VPT-DEEP [3] 96.57±0.61 99.31±0.23 99.49±0.26 95.50±2.05
VQT [4] 95.99±0.76 99.29±0.29 99.47±0.27 95.40±3.60
QAP (Ours) 97.75±0.77 99.38±0.23 99.58±0.17 96.20±1.67

Table 2. Statistical significance comparison.

Methods p-value ↓
Task1 Task2 Task3

Fabian et al. 0.0002 0.0661 0.0007
SAR 0.0089 0.1452 0.0096

VPT-DEEP 0.0219 0.0117 0.0002
VQT 0.0225 0.0364 0.0134

model performance.

4. Other attributes choice
We conduct experiment using the mean value calculated

using a different number of samples for quantitative at-
tributes, as shown in Table 4. We can see that the perfor-
mance can also benefit from the statistical value.

Table 3. Effects of segmentor.

Methods Macro-F1

Base 80.52±6.35
WatershedSeg 81.11±5.80

HoVer-Net 83.37±6.99

Table 4. Ablation study on at-
tributes choice.

#Samples Macro-F1

7 80.94±6.46
10 81.97±6.70
14 81.92±6.22

5. Qualitative results.
The introduction of quantitative attributes allow for a

more comprehensive interpretation of images. By reveal-
ing the reasoning behind the decision-making process, these
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attributes help distinguish between common characteristics
and unique features in the images. The attributes are:

• as1: The spatial arrangement of nuclei.

• as2: The spatial arrangement of white regions.

• as3: The spatial arrangement of nuclei around white re-
gions.

• as4: The spatial arrangement of white regions around
nuclei.

• am1 : The area arrangement of white regions.

• am2 : The eccentricity of white regions.

• am3 : The perimeters of white regions.

Inflammation. When identifying inflammation, the dis-
tribution of nuclei plays a crucial role, as emphasized in
both the attention map and attribute significance histogram,
as shown in Figure 1. The attention map specifically high-
lights the model’s focus on nuclei, indicating their impor-
tance in the analysis. The attribute as1 indicates the inter-
nuclear distance and tends to be high in all three sample
cases. Additionally, the histogram of attribute significance
indicates that morphological attributes {am4 , am5 , am6 am7 }
are also considered in diagnosis when a white area is ob-
served in the image (3rd rows in Figure 1).

Ballooning. When it comes to identifying ballooning,
there are distinct differences in behavior compared to in-
flammation. The attention map provides insights into the
model’s focus on nuclei and white regions, indicating their
importance in identifying ballooning. Moreover, the at-
tribute significance histogram provides additional evidence
to support this observation. It emphasizes the importance
of considering the spatial arrangement and morphological
features of these regions during the diagnosis procedure.

Steatosis. The analysis of nuclei and white regions is
crucial for accurately identifying steatosis. This is sup-
ported by the attention map and attribute significance his-
togram, which both highlight the importance of these fea-
tures. The attention map shows that white regions and nu-
clei have a high attention score, indicating their relevance
in the identification process. Furthermore, the analysis of
liver pathology image samples reveals that certain attributes
have a significant impact on the diagnosis process. In the
first two rows, the spatial arrangement of white regions, re-
ferred to as as2, has shown to play a crucial role and receives
high scores. Similarly, for the third sample case, the dis-
placement of white regions around nuclei, denoted as as3,
is also found to be crucial for accurate diagnosis. Refer to
Figure 3 for a visual demonstration of this.
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Figure 1. Image samples with its attention map and attribute significance histogram when identifying inflammation.
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Figure 2. Image samples with its attention map and attribute significance histogram when identifying ballooning.
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Figure 3. Image samples with its attention map and attribute significance histogram when identifying steatosis.
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