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1. Implementation Details
Multi-level merging criteria. To compute the affinity
score AR,Qi between a region R and a superpoint Qi, we
consider all the affinity scores Ai,k between Qi and the su-
perpoints inside the region {Qk} ∈ R. Specifically, it is
computed as the weighted average

AR,Qi
=

1∑
Qk∈R βi,k

∑
Qk∈R

βi,k Ai,k (1)

where Ai,k is the affinity between Qi and Qk, and βi,k is
the weight factor indicating how much Ai,k contribute to
AR,Qi

. βi,k is determined by the distance di,k between Qi

and Qk, as well as the number of points Nk inside Qk.

βi,k =

{
γdNk d ≤ 2
0 d > 2

(2)

For superpoints that can directly reach Qi, we define the
distance as d = 1. Similarly, the set of superpoints that
reach Qi through one bridging superpoint is with d = 2,
and so forth. We eliminate the contributions when d > 2
for computational efficiency. γ is set as 0.5.

Progressive region growing. The region-growing algo-
rithm is illustrated in Algo. 1. For progressive growing,
we build a multi-stage region-growing framework with the
affinity threshold varying from high to low. Our algorithm
benefits from the dynamic strategy and leads to robustness
to the choice of the thresholds. We set [0.9, 0.8, 0.7] for
ScanNet++ dataset and [0.9, 0.8, 0.7, 0.6, 0.5] for ScanNet
dataset. We did not tune the hyper-parameters much.

Datasets. To balance the performance and the efficiency,
we sample proportions of images for different datasets. We
use 5% views for ScanNet++ dataset, 20% views for both

*Equal contribution.

ScanNetV2 and ScanNet200 dataset, and all images in Mat-
terport3D since it is a sparsely-scanned dataset.

Following the common practice [3, 6, 7], we ignore the
instances with semantics of “wall” and “floor” for Scan-
NetV2 and ScanNet200 datasets. For Matterport3D dataset,
we consider the most frequent 160 classes provided in [4]
and ignore “wall”, “floor” and “ceiling”. For ScanNet++
dataset, we use all GT labels provided for the instance seg-
mentation task (in “instance classes.txt”). IPhone images
are served as our input to better reflect everyday cases.

Evaluation. Following the baselines [4–7], we evaluate
the numerical results on the validation set for ScanNetV2,
ScanNet200 and ScanNet++ datasets and on the test set for
Matterport3D dataset. We follow UnScene3D [5] to imple-
ment class-agnostic instance segmentation, where all ob-
ject categories are treated equally and only the mask AP
values are considered. We set all the confidence scores as
1.0, the same as [7]. For 2D foundation models, we choose
SAM-HQ [1] for ScanNet++ dataset, and Semantic-SAM
[2] for ScanNetV2, ScanNet200 and Matterport3D datasets
for better granularity control.

2. Additional Qualitative Results

We show more visual comparisons on ScanNet++ dataset in
Fig. 1.

Visual results on ScanNet dataset are illustrated in Fig. 2.
We find that sometimes our method even results in finer and
more accurate segmentation masks than the ground truth an-
notations. See the clutter in the first four rows.
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Figure 1. Additional visual results of 3D instance segmentation on ScanNet++ dataset.
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Figure 2. Visual results of 3D instance segmentation on ScanNetV2 dataset.



Algorithm 1 Region-growing algorithm

Input: Affinity matrix A ∈ RNQ×NQ where Ai,j indicates the
affinity score between two super points Qi and Qj , and NQ is
the number of superpoints.
Output: Instance label l ∈ RNQ .
l← 0
id← 1
for i← 1 to NQ do

if li = 0 then
Queue B
B.push(i)
li ← id
while B not empty do

v ← B.pop()
for j ← neighbors of v do

if lj ̸= 0 then
continue

R← {Qk|lk = id}
AR,Qj ←Multi-level criteria(R,Qj ,A)
if AR,Qj > τ then

B.push(j)
lj ← id

id← id +1
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