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We provide in this document the details of the proposed
approach, including the network structures, data selection,
evaluation metrics, limitations, and societal impact. We also
showcase more visual results on the VG [4] and COCO-
stuff [2]. Then, to validate the generalizability of our ap-
proach, we show our extension on in-the-wild scene images.

As discussed in the manuscript, the main goal of our
work is to show the potential outside the images by utiliz-
ing the shadow information, rather than beating the state-
of-the-art image outpainting, shadow detection, and shadow
removal methods. More sophisticated networks, as long as
end-to-end trainable, can be readily applied to substitute the
corresponding modules in our approach.

1. Network Structure

Here we give more information about the precise archi-
tectural details used to build the components of our model.
ResNet blocks. Our ConvNets are composed of ResNet
blocks. The ResNet blocks used are the same as those used
in [1] reproduced in Fig. 1. The block may be used to main-
tain the resolution of the features using an identity layer as
opposed to the upsampling layer.
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Figure 1. An overview of modified ResNet block replacing the
upsample block with an identity block.
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ConvNet module. ResNet blocks are stacked together to
form the embedding network. In particular, we use the setup
in Fig. 2. The shadow image with semantic information
removed is passed through a ConvNet, resulting in a shadow
feature map with a depth of 32.
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Figure 2. An overview of modified ResNet block replacing the
upsample block with an identity block.

Image Outpainting. First, we resize the source image to a
width and height of 256. Then, we horizontally randomly
mask off half of the width of the image to create the in-
put image. In the outpainting process, we use two encoders
E, and Ej to separately extract the corresponding features
for scene layout expansion and layout-to-image conversion.
The structure of these two encoders is shown in Tab. 1.

Type Argument

Input c=32,W=16,H=16
Conv+BN+ReLU  c¢=64.,k=3,pad=1
Maxpool2d c=64 k=2 stride=2
Conv+BN+ReLU  c¢=128k=3,pad=1

Maxpool2d c=128,k=2,stride=2
Flatten c=2048
FC c=256

Table 1. An overview of shadow encoders for scene layout expan-
sion and layout-to-image conversion.



We modify the diffusion-based method for image con-
version. Specifically, we perform a denoising process in the
image space, using the same hyperparameters as described
in [6, 8].

2. Data Seletion

Tab. 2 shows some statistical properties of the VG [5]
and COCO-stuff [2] dataset. We can see that almost half of
the proportion has invisible shadows accounting for 10%,
and for every 10% increase in the area ratio, the proportion
of the quantity decreases by half.

train set test set
total  >10% >20% >30% total >10% >20% >30%
VG [5] 62565 25310 12947 5825 5096 2640 1405 718

COCO-stuff [2] 25210 12413 7037 4507 3097 1671 843 512

Table 2. The number of images with different proportions of in-
visible shadows.

3. Metrics

In order to compare the accuracy of the model’s predic-
tions for novel / masked objects and relationships, we com-
pare unmasked objects and relationships in the output ex-
panded scene graph S°P with the ground truth scene graph
89, We report the metrics of the averaged rank of cor-
rect prediction (rAVG) and the top-k accuracy (Hits @ k) for
both object and relationship predictions, respectively. Note
that we ignore the “empty” relationship in the masked rela-
tionships in 9" for accuracy calculation due to the sparsity
expected for scene graphs. Besides, we measure the mloU
between the output layout L;, and the ground truth L.
Finally, we use FID [3], which is shown to correlate well
with human judgments, to measure similarity by comparing
distributions of activations from an Inception network.

4. Limitations

First, our proposed approach can only produce en-
hancement in scenes with shadows. In no-shadow envi-
ronments, we provide no complementary information for
image outpainting, which is thus unhelpful. Second, our
approach depends on the performance of the pretrained
shadow processing models, such as shadow detection, in-
stance shadow detection, and shadow removal model. The
substandard performance of the shadow processing models
may hamper the performance of the proposed approach.

5. Societal Impact

Our approach can extend the scene information, which
may be adopted in some safety-related tasks, such as au-
tonomous driving and video surveillance. It should be noted
that the generated information may with large difference

compared with the real information, which may lead to un-
expected outcomes.

6. Additional Visual Results

We give additional qualitative results on VG [4] and
COCO-stuff [2] shown in Fig. 3 and Fig. 4. As we can see,
our method makes the extension more reasonable and better
aligned with the existing shadows on both datasets.

7. Outpainting on In-The-Wild Scene Images

We show our extension on in-the-wild scene images
shown in Fig. 5 to validate the generalizability of our ap-
proach. As we can see, our method makes the outpainting
region more reasonable and better aligned with the existing
shadows on in-the-wild scene.
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Figure 3. Visual results from SGT [7] on VG [4] dataset. The first image denotes the observed image, the second one denotes the ground-
truth image, the third one denotes the outpainting result generated by SGT [7], and the last one denotes the outpainting result after adopting
our approach as a plug-in module.
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Figure 4. Visual results from SGT [7] on COCO-stuff [2] dataset. The first image denotes the observed image, the second one denotes the
ground-truth image, the third one denotes the outpainting result generated by SGT [7], and the last one denotes the outpainting result after
adopting our approach as a plug-in module.
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Figure 5. Example outpainting results on in-the-wild scene images. The first image denotes the observed image, the second one denotes
the ground-truth image, the third one denotes the outpainting result generated by SGT [7], and the last one denotes the outpainting result
after adopting our approach.
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