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1. Additional Experiments

1.1. Single-person Results

1.1.1 More Comparison

We give the full visual comparison between our methods
and the 7 baseline methods in Fig. 1. Overall, our method
achieves the best results and is the closest to the ground-
truth. Comparatively, MDM and EqM predict visually un-
reasonable motions with strange poses. A2M, ACTOR,
SiMLPe generate visually reasonable snapshots but low-
quality motions as well as inaccurate prediction. RMD and
PhyVae give more aesthetically pleasing results, but again
not high-quality motions and accurate prediction.

A more detailed numerical comparison is presented in
Fig. 2. Note that the visual comparison is to some extent
consistent with the numerical results. MDM and EqM give
the worst quality metrics on MBLE and FSE (MBLE for
MDM is 0 since it uses a joint-angle-based representation
hence no bone-length error). Across all metrics, our model
is the best.

Looking closely, at motion tracking errors, MDM and
EqM are not the worst. It suggests that motion tracking met-
rics and quality metrics evaluate two aspects of the results.
This is indeed the case. RMDDiffuse and PhyVae give good
motion quality among the baselines and their quality met-
rics are also good but not necessarily the best. Meanwhile,
their tracking metrics are also good but not necessarily the
best. A2M can achieve better FSE and sometimes better
MBLE than RMDDiffuse and PhyVae, but its motion qual-
ity is generally lower. This suggests that there might be a
trade-off between motion quality and prediction accuracy
among the baselines. But our method achieves the best on
both kinds of metrics.

1.1.2 More Generalization

We show more generalization experiments in the single-
person scenario. We mainly test out-of-distribution push
forces in magnitude, timing and duration. In magnitude, we
fix the duration of the force to be the same as a strong push
but use an extra stronger push that is 37.36% higher than the
strongest push in the dataset. The result is shown in Fig. 3.
We can see that the motion pushed by the extra strong push

Method MPJPE hipADE hipFDE

PPR 0.623 0.455 0.602

PHC 0.488 0.409 0.662

Ours 0.097 0.086 0.171

Table 1. Comparison with Full-body Physics-based Baselines.

is significantly different from the ground truth and the pre-
dicted motion under the strong push. The motion contains
earlier foot movements since the initial push is extra strong
and it generates a much larger acceleration in the beginning.
Also, the upper body is stiffer and has less swing because
the balance recovery under an extra strong push tends to
require the body to stiffen quickly to prevent the character
from falling down and recover balance ultimately.

Furthermore, we generalize the push in timing and dura-
tion. This time, we apply multiple pushes at different times,
as opposed to one push in the beginning as in the data. Note
there are not multiple pushes in the data at all. We first ap-
ply a weak push, then a medium push at the 15th frame,
and finally a strong push at the 50th frame. We show the
visual results of this three-phase push in Fig. 4. One can
see that the motion is initially slow and sluggish due to the
weak initial push, then gradually intensifies as more pushes
are introduced. Under the weak push, the character does not
even start to make a step, then it starts to take steps after the
medium push at the 15th frame. In the end, large strides
need to be made, after the strong push at the 50th frame,
to recover balance and counter-balance the accumulated ac-
celerations.

In theory, our model can generalize to other scenarios
like slippery surfaces as the friction is learned (Sec 3.1.2 in
the main paper). Overall, our model can generalize to out-
of-distribution physical disturbances in magnitude, timing
and duration.

1.1.3 Comparison with Full-body Physics-based Mod-
els

In literature, there is work which also employs body physics
for motion imitation under full-body physics-based mod-
els [2, 9, 11, 20]. Although they turn fully/partially
observed/user-specified motions into physically valid ones
which is different from our task, they could be adapted to
our new task. However, they are still intrinsically incapable
of learning force interactions in multi-people. So, we could
only compare the performance on single-person. To this
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Figure 1. Visual comparison on pushes with different magnitudes. Left: strong, Middle: weak, Right: medium.

Figure 2. Perturbations with different magnitudes in single-person.

end, we adapted the latest physics-based models PPR [20]
and PHC [9] and compared them with our model in the
single-person scenario. Results are shown in Tab. 1. MBLE
and FSE are not considered because these two baselines
are joint-angle-based and simulation-based. Overall, Our
model still performs best on all metrics. PPR and PHC can
generate physically valid motions, but these motions are not
necessary accurate prediction.

Compared with the full-body physics models, the In-
verted Pendulum Model (IPM) is not fine-grained but has
the right granularity for our problem. IPM is a compact yet
flexible representation and therefore has been widely used
for articulated bodies such as bipedal/quadrupedal robots

including humanoids [5], especially in balance recovery.
Further, simplification is crucial for scalable interaction
learning. A full-body model contains 50-100 degrees of
freedom (Dofs). Learning from a 4-people scene then in-
volves 200-400 Dofs plus Dofs for interaction forces, which
will be extremely unscalable/slow as the learning requires
many iterations of forward simulation (for many time steps)
and backward propagation. Also, the Dofs will quickly ex-
plode in simulation when the number of people increases,
e.g. our 13-person example. In comparison, one IPM only
has 4 Dofs and is much more scalable for both learning
and simulation, whose representational capacity has been
proven [6, 7]. Also, even with a small model, our model



Figure 3. The Generalization to an extra strong push. There are three motions (yellow, blue and green). Blue is the ground truth of a strong
push. Yellow is our prediction on the same strong push. Green is an extra strong push.

Figure 4. The Generalization to a multi-push scenario. Yellow is the predicted motion under a strong push as in Fig. 3. Green is the extra
strong push in Fig. 3. Red is the three-phase push motion. The numbers indicate the frames.

does not overfit, as evidenced by the superb testing results.
Another advantage of using IPMs instead of full-body

physics models is the interaction modeling. We learn in-
teraction forces as potential-energy based forces between
two IPMs (Sec 3.1.3), which is flexible and easily learn-
able. This is because contact information (position, dura-
tion, etc.) is not in the data. Therefore the physics model
cannot involve accurate contact modeling even with full-
body models, especially when the contact can be frequently
established and destroyed in push propagation.

1.2. Multi-people Results

1.2.1 More Comparison

We provide the complete visual comparison between our
model with the 4 baseline methods in Fig. 5. Overall, our
model obtains the best motion quality and is the closest to
the ground truth. DuMMF cannot produce natural move-
ments. JRFormer tends to predict merely subtle motions
deviating from the ground truth. MRT and TBIFormer suf-
fer from severe intersections between people for the group
formation that is a line. MRT generates serious foot skating
for the group formation where people stand in two lines,
while TBIFormer performs as well as our model in this for-
mation. Note that all baselines here are given much more
information than our model. See the video for a more intu-
itive comparison.

Detailed numerical comparison can be found in Fig. 6.
DuMMF employs the joint-angle-based representation, re-
sulting in a zero MBLE. Overall, our model achieves or
is close to the best performance across metrics and pertur-
bation levels. For all tracking error metrics, our model is
much better than baseline methods. This is because only our
model can predict the onset and duration of interaction ac-
curately. In motion quality metrics, our model outperforms
all baselines across three perturbation levels, meaning that
our motion has the best quality.

1.2.2 More Generalisation

Other than the 13-people in a diamond formation shown in
the main paper, we conduct further generalization experi-
ments. We employ a formation with ten people standing
closely in a line, to test whether a strong push can be propa-
gated. Since we explicitly set the distances between people
to be very small, we expect a strong push on the first person
to be propagated through people all the way to the front,
like what is commonly observed in high-density crowds.

Our prediction results are shown in Fig. 7. Note this type
of scenario is totally out of distribution, in terms of the num-
ber of people and the formation (a much longer line). One
can see a clear push propagation starting at the back of the
line and then being carried over all the way to the front. This
shows not only are the individual motions captured by the
model, but the interaction as well as the interaction propa-
gation are also predicted well.

Furthermore, looking closely at the predicted interaction
force between people, we find that the core reason for this
push to be propagated, instead of dying down, is that it is
intensified by interactions. This is also observed in high-
density crowds where a small push can be intensified to
cause the “butterfly effects” and finally even cause crushes.
By turning the parameters in basic forces in the interac-
tion module, it is possible to let the propagation dissipate
more quickly. Overall, this shows the great flexibility of
our model in capturing complex interactions and interac-
tion propagation. This flexibility could be crucial in crowd
simulation in high-density crowds where potential crushes
can happen.

1.3. Data Efficiency

One core reason for our LDP design is the lack of data. So it
is essential to test the data efficiency. Although the original
data is already much smaller than existing datasets for hu-
man motion prediction, we further reduce the data to 25%



Figure 5. Visual comparison on pushes with different magnitudes and group formations. Top: medium, Middle: strong, Bottom: weak.



Figure 6. Perturbations with different magnitudes in multi-people.

Figure 7. Generalization on Ten people in a line. The first person is pushed by a strong force and we can simulate the force propagation.
The number denotes which frame.

Method MPJPE hipADE hipFDE MBLE FSE

A2M 0.403 0.386 0.730 0.019 0.200

ACTOR 0.362 0.338 0.591 0.020 0.434

MDM 0.500 0.424 0.686 0 2.567

RMDiffuse 0.228 0.202 0.299 0.011 0.790

PhyVae 0.260 0.249 0.460 0.009 0.170

siMLPe 0.130 0.117 0.226 0.006 0.182

EqMotion 0.296 0.270 0.543 0.064 1.552

Ours 0.097 0.086 0.171 0.002 0.131

siMLPe_25% 0.203 0.189 0.411 0.009 0.650

Ours_25% 0.207 0.190 0.267 0.009 0.211

Table 2. Metrics in complete (top) and 25% (bottom) training data
for single-person.

of its original size and repeat the training on single-person
and multi-people scenarios.

As shown in Tab. 2, our model trained on 25% training
data still outperforms all baselines trained 100% data, ex-
cept for siMLPe in the single-person scenario. Therefore,
we also trained siMLPe on 25% training data and evaluated
it on all metrics for comparison. siMLPe achieves good per-
formance and is slightly better than our model on MPJPE
and hipADE on 25% training data, while our model per-
forms much better on hipFDE and FSE. It’s notable that we
gave much more information to siMLPe.

One possible reason for the good performance of
siMLPe might be its lightweight, as aimed for by its authors.
So we also compare the model sizes in Tab. 3. It is clear
that the lightweight is not the only reason, as other baselines
which are smaller than ours cannot achieve good results. We
speculate that expressivity especially explicit physics is the

key. Further, even siMLPe can achieve good numerical re-
sults, its predicted motions are of lower visual quality. More
importantly, extending siMLPe to multi-people scenarios is
challenging as it cannot learn interactions at all.

Next, we suspect that reduced training data brings more
difficulty to the multi-people motion prediction. The results
prove us correct, shown in Tab. 4. Our model is still better
than all baselines trained on 100% data, even though the
training data for our model is reduced to 25%.

The high data efficiency of our model is mainly because
the physics model embedded in our model has a low num-
ber of learnable parameters, but largely dictates the motion
trend. The governing differential equation (Eq. 3 in the
main paper) restricts the overall input-output mapping of
the whole model and therefore it requires little data to learn.
Similar phenomena have been observed in other differen-
tiable physics research [15, 21].

2. Additional Experiment Details

2.1. Dataset Details

The new dataset, FZJ Push, records human motions under
expected physical perturbations. There are 45 single-person
motions and 63 multi-people motions in the dataset. In
both scenarios, repeated experiments were conducted on ap-
plying unexpected physical pushes with varying magnitude
onto a person. In the single-person scenario, this is simply
recording reactive motions to push and balance recovery; in
multi-people scenario, one person is pushed and this person
pushes other people to recover balance so that the push can
be propagated among several people.

After discarding redundant frames such as those in wait-
ing, we have 3104 frames and 5614 frames in the single-
person and multi-people scenarios, respectively. All pushes
are recorded via a pressure sensor Xsensor LX210:50.50.05



Method A2M ACTOR MDM RMD PhyVae siMLPe EqMotion Ours_S MRT DuMMF TBIF JRF Ours_M

Parameters 0.45 14.78 18.10 40.96 2.72 0.02 0.64 2.67 6.98 6.54 10.26 3.70 2.94

Table 3. Model Size in Single-person (left) and multi-people (right). The unit is M (million). Our_S means our model for single-person
which excludes the differential interaction model. Our_M is our complete model.

Method MPJPE hipADE hipFDE MBLE FSE

MRT 0.162 0.140 0.282 0.010 0.256

DuMMF 0.312 0.285 0.480 0 3.194

TBIFormer 0.204 0.177 0.305 0.010 0.234

JRFormer 0.181 0.152 0.260 0.012 0.932

Ours 0.106 0.092 0.218 0.003 0.069

Ours_25% 0.139 0.115 0.270 0.011 0.117

Table 4. Metrics in complete (top) and 25% (bottom) training data
for multi-people.

Figure 8. FZJ Push [1]. The blue agent was pushed by the punch
bag and then he pushed other people.

on the punching bag. The punching bag was moved man-
ually by the same operator in all experiments. In addition,
the pushes are labelled as small, medium and strong.

In the single-person scenario, the dataset involves 4 sub-
jects (S1-S4). Tab. 5 left shows the number of experiments
on each subject under different push magnitudes. We se-
lect randomly about 30% of the data to construct the test set
for every subject, while the remaining data is used for train-
ing. Finally, the test set and train set have 13 motions and
32 motions, respectively. In the multi-people scenario, the
dataset involves 4 group settings. G1 has four people stand-
ing in two lines, shown in Fig. 8. G2 has a formation where
four people are in a line. G3 and G4 contain 5 people in a
line. We give the number of motions in every group setting
under different push magnitudes in Tab. 5 right. We ran-
domly select approximately 20% of the data in each group
setting for the testing set, while the remaining is for train-
ing. Eventually, the test set and train set have 14 motions
and 49 motions, respectively.

Single Wk Med Str Tot Group Wk Med Str Tot

S1 3 4 3 10 G1 4 4 4 12

S2 5 3 4 12 G2 6 6 4 16

S3 5 4 4 13 G3 10 9 6 25

S4 3 4 3 10 G4 0 10 0 10

Tot 16 15 14 45 Tot 20 29 14 63

Table 5. Dataset Details. There are four subjects and four
group settings in single-person and multi-people respectively in
the dataset. Three push magnitudes (weak, medium and strong)
are used.

2.2. Metrics

We adopt five metrics commonly used for evaluating motion
prediction accuracy and quality as follows. MPJPE (Mean
Per Joint Position Error), hipADE (Average Displacement
Error at the hip) and hipFDE (Final Displacement Error at
the hip) are metrics measuring the tracking errors. MPJPE
is the most widely used metric in human motion prediction
to evaluate prediction accuracy on every joint. hipADE fo-
cuses on the main motion trend, while hipFDE pays atten-
tion to the final position of the hip. Moreover, hipADE and
hipFDE are strongly relevant to the hip joint which corre-
sponds to the point mass in our IPM. In addition, another
two metrics MBLE (Mean Bone Length Error) and FSE
(Foot Skating Error) are used to measure the motion qual-
ity. We adopt these two metrics to check if our model can
produce reasonable poses and motions.
• MPJPE: Mean Per Joint Position Error (MPJPE) is the

average l2 distance between predicted positions of joints
and their ground truth:

MPJPE =
1

TNJ

T∑
t=1

N∑
n=1

J∑
j=1

∥Xn
t [j]− X̂n

t [j]∥2, (1)

where Xn
t [j] is the position of the jth joint of the nth

person at frame t and X̂n
t [j] is its prediction. This metric

is used most widely to measure the 3D pose errors.
• hipADE: Average Displacement Error at the hip

(hipADE) is the average l2 distance between predicted
positions of hip joints and their ground truth:

hipADE =
1

TN

T∑
t=1

N∑
n=1

∥hn
t − ĥn

t ∥2, (2)



where hn
t is the hip position of the nth person at frame

t and ĥn
t is its prediction. This metric focuses on global

errors.
• hipFDE: Final Displacement Error at the hip (hipFDE) is

the average l2 distance between predicted positions of the
hip joints at the last frame in each motion sequence and
their ground truth:

hipFDE =
1

N

N∑
n=1

∥hn
T − ĥn

T ∥2. (3)

• MBLE: Mean Bone Length Error (MBLE) is the average
l1 distance between lengths of predicted bones and their
ground truth:

MBLE =
1

TNB

T∑
t=1

N∑
n=1

B∑
b=1

∣∣∣Xnb
t − X̂nb

t

∣∣∣ , (4)

where Xnb
t is the length of bth bone of the nth person at

frame t and X̂nb
t is the corresponding prediction.

• FSE: Foot Skating Error (FSE) is the average of weighted
foot velocities for all feet with a height h within a thresh-
old H. The weighted velocity is vf (2− 2h/H).

2.3. Baseline Adaptation

The task proposed in the main paper is new, so there is no
similar work to our best knowledge. For comparison, we
adapted 11 state-of-the-art baseline methods in the most rel-
evant areas: motion forecasting, motion generation and mo-
tion synthesis. One selection criterion is the availability of
the code, to ensure their original implementation is used.

Specifically, we choose A2M [3], ACTOR [12],
MDM [13], RMDiffuse [23], PhyVae [16], EqMotion [17],
siMLPe [4], PPR [20] and PHC [9] for the single-person
scenario, and MRT [14], DuMMF [19], TBIFormer [10]
and JRFormer [18] for the multi-people scenario. We try
our best to keep the best performance of these baselines
when adapting. The adaptation details are as follows:
• A2M. Action2Motion (A2M) is the first work to gener-

ate human motions given an action type. We use the push
magnitudes (weak, medium and strong) as the action la-
bels (0, 1, 2). The initial pose is applied to kick-start the
generation instead of a blank pose filled with 0 in the test-
ing phase.

• ACTOR. Action-conditioned Transformer VAE (AC-
TOR) is another action-to-motion method following
A2M. Similar to A2M, the push magnitudes are regarded
as the action labels (0, 1, 2). In addition, the initial pose
is given when decoding.

• MDM. Motion Diffusion Model (MDM) is one of the first
papers employing diffusion models in motion generation.
This model can achieve great performance for text-to-
motion and action-to-motion. We replace the text input

in MDM with the input forces under the text-to-motion
setting. Then, the part corresponding to the initial frame
in x̂0 is overwritten at each iteration as the MDM does
in its motion editing. This is to minimize the change for
adaptation. MDM handles motion editing, where if we fix
the first frame, the task setting is almost the same as our
task. Specifically, motion editing with the initial frame
fixed is equivalent to letting the model generate the whole
motion given the input signal.

• RMDiffuse. Retrieval-augmented Motion Diffusion
model (RMDiffuse) is the state-of-the-art model in mo-
tion generation. We adopt its test-to-motion setting and
replace the original text input with the input force. Sim-
ilar to MDM, the part corresponding to the initial frame
in x̂0 is overwritten at each iteration during evaluation to
ensure the information of the first frame is given.

• PhyVae. Physics-based VAE (PhyVae) is the state-of-the-
art motion synthesis model. At each step, PhyVae predicts
current action at given the current input signal gt and cur-
rent state st. Then at is fed into a pre-trained network
(that can be regarded as a decoder) to predict the next
state st+1. The input force at each time step t is regarded
as the input signal to synthesize the motion.

• siMLPe. This model is a lightweight network based
on MLP but can achieve state-of-the-art performance in
single-person motion prediction. For this forecasting ap-
proach, it requires as input M frames and predicts N
frames. To ensure the comparison is as fair as possible,
we provide as input complete information on the input
force including magnitude and duration. Specifically, we
set M to the maximum duration of the input forces in the
single-person scenario. Then, we keep the original ratio
between the past and the future frames in the long-term
setting in the paper to set N as M/2. M and N values are
shown in Tab. 6. During testing, given the first M frames,
we predict autoregressively to get the complete motion.

• PPR and PHC. These two baselines are state-of-the-art
physics-based character animation methods which deal
with perturbations. PPR and PHC can synthesize phys-
ically valid motions given reference motions. However,
reference motions are unavailable during prediction in our
new task. Therefore, following the setup in PHC, we use
the adapted MDM to generate the reference motions dur-
ing the test phase. Then these two baselines can generate
motions based on the reference motions generated from
the adapted MDM.

• EqMotion, MRT, DuMMF, TBIFormer, JRFormer.
These models fall into human motion forecasting. They
have a similar adaptation to that in siMLPe, as they have
similar input/output requirements. Details of their set-
tings of input/output frames are shown in Tab. 6. EqMo-
tion is the state-of-the-art motion forecasting model for
single-person. MRT is a classical multi-people motion



Method Original Adaptation
Past Future Past Future

siMLPe 50 25 12 6

EqMotion 25 25 12 12

MRT 15 45 20 60

DuMMF 10 25 20 50

TBIFormer 15 45 20 60

JRFormer 15 45 20 60

Table 6. Adaptation for Motion Prediction Methods. 12 and 20 are
the maximum duration of the input forces in the single-person and
multi-people scenarios, respectively.

prediction method. DuMMF, TBIFormer and JRFormer
are state-of-the-art multi-people motion prediction mod-
els.

2.4. Additional Details of Ablation Study

Here, we provide more details of the ablation study in the
main paper. We conducted the ablation study to evaluate the
effectiveness of two important components in our model:
the Differentiable IPM and the Skeleton Restoration Model.
We have four combinations: with/without IPM, and Full
(full-body restoration) / Low-up (first lower body then up-
per body).

Our complete model is with IPM and uses a Low-up set-
ting. Without IPM, it means that we only use the Skele-
ton Restoration Model to predict the next frame, while the
two samplers (Upper-sampler and Lower-sampler) have to
be dropped as they require the IPM state as input. There-
fore, to sample the latent space of the CVAE, we sample
the latent variable from a standard Normal distribution dur-
ing the evaluation phase. The Full/Low-up setting is only
within the Skeleton Restoration Model. In Full, we use a
Conditional Variational Autoencoder (CVAE) to generate
full-body poses directly. Using the current frame as a con-
dition, we sample the latent space three times and average
it. Then both are fed into the decoder to generate the next
frame. In Low-up, we have two CVAEs and we generate
the next frame in exactly the same way as in the Full set-
ting, except that we first generate the lower body then the
upper body.

3. Additional Details of Methodology
3.1. Differentiable Inverted Pendulum Model

Given I0 and İ0, we can simulate the IPM motion in time
by solving Eq. (5) repeatedly:

M(It, lt)Ït + C(It, İt, lt) +G(It, lt) = Fnet
t (5)

where M ∈ R4×4, C ∈ R4×1 and G ∈ R4×1 are the iner-
tia matrix, the Centrifugal/Coriolis matrix, and the external

force such as gravity:

Mt =


mc +mp 0 mpltcθt 0

0 mc +mp mpltsθtsϕt −mpltcθtcϕt

mpltcθt mpltsθtsϕt
mpl

2
t 0

0 −mpltcθtcϕt
0 mpl

2
t c

2
θt



Ct =


−mpltsθt θ̇

2
t

mplt(2sθtcϕt
θ̇tϕ̇t + cθtsϕt

(θ̇2t + ϕ̇2
t ))

mpl
2
t sθtcϕt

ϕ̇2
t

−2mpl
2
t sθtcθt θ̇tϕ̇t

 Gt =


0
0

−mpgltsθtcϕt

−mpgltcθtsϕt

 .

Here, mc and mp are the mass of the cart and the pendulum,
respectively. cθt and sθt denote cos θt and sin θt, while cϕt

and sϕt
represent cosϕt and sinϕt. We set mc and mp as

0.1M and 0.9M respectively where M is the total mass of
a person. Unlike the standard IPM, we allow the rod length
to change with time. Given the net force Fnet

t ∈ R4 and the
rod length lt, we can solve Eq. (5) for the next state It+1 via
a semi-implicit scheme:

İt+1 = İt +△tÏt, It+1 = It +△tİt+1,

where △t is the time step. We have elaborated on the pre-
diction of Fnet

t and lt in the main paper. Then we have the
following equation:

IT − I0 =
∫ T

0
İtdt =

∫ T

0

∫
M−1

t (Fnet
t − Ct −Gt)dtdt,

given the initial condition I0 and İ0 and the final station IT .
The prediction of Fnet

t is based on the neural networks and
other differentiable operations such as PD control and re-
pulsive potential energy. The prediction of the rod length lt
is from a neural network. Finally, the semi-implicit scheme
for updating It only includes simple differentiable arith-
metic. Therefore, our complete IPM is differentiable for
both single-person and multi-people scenarios.

Single-person Prediction. The hyper-parameters Kp

and Kd in the PD control are [30, 30, 1500, 1500] and [4, 4,
200, 200], respectively. We use an LSTM with the size 256
to predict F self−nn

t . The MLP predicting the rod length has
hidden size [128, 128].

Differential Interaction Model. if |rt,nj | < rneigh,
the jth person is the neighbor of the nth person at time
t i.e. j ∈ Ωt,n, where rneigh = 0.5. We use an MLP
with 2 hidden layers [512, 512] to predict F inta−nn

t,nj . The
hyper-parameters u and σ in the repulsive potential energy
function for calculating F bs−xy

nj are 150 and 0.5, respec-
tively. Then, we elaborate the F bs−θϕ

nj = [F bs−θ
nj , F bs−ϕ

nj ]T.
We give details for F bs−θ

nj , where the same principle also
applies to F bs−ϕ

nj . The magnitude of F bs−θ
nj is a constant

kθ = 100 (kϕ = 50), while its direction is based on the θn
and θj of IPM states of n and j. We categorize θ into three
groups: positive, zero and negative. For two IPMs, this pro-
duces a total of 9 possible situations. Then we need to de-
cide their relative position. Taking the nth person as the per-
son in interest, if its relative position with respect to a neigh-
bor j along the x-axis is positive i.e. xnj = xn − xj > 0,



θn

θj Pos Zero Neg
ϕn

ϕj Pos Zero Neg

Pos 1/-1 0/-1 0/-1 Pos -1/1 -1/0 -1/0

Zero 1/0 0/0 0/-1 Zero 0/1 0/0 -1/0

Neg 1/0 1/0 1/-1 Neg 0/1 0/1 -1/1

Table 7. Basic Interaction Force on Angles. X/X is BE/BA.

Figure 9. The Architecture of the CVAE-Lower. During train-
ing, the current lower-body pose Xl

t as the condition, and the next
lower-body pose Xl

t+1 are fed into the encoder to predict the dis-
tribution of the latent variable z. Then the decoder predicts the next
pose X̂l

t+1 from the sampled variable z and the condition. The red
connection is only used in training. During inference, we use the
lower sampler to sample the latent variable z to predict motion.

Figure 10. The Architecture of the CVAE-Upper. The condition
Xu

t and X̂l
t+1, together with the next pose Xu

t+1 are fed into the
encoder to predict the distribution of the latent variable z. Then the
decoder predicts the next pose X̂u

t+1 from the sampled variable z
and the condition. The red connection is only used in training.
During inference, we use the upper sampler to sample the latent
variable z to predict motion.

we label it as BE, otherwise BA. We show the directions
of the force for all 9 possible situations in Tab. 7, where 1
denotes the interaction force is positive, 0 denotes no inter-
action forces, and -1 denotes the negative direction.

3.2. Skeleton Restoration Model

Lower Body Restoration. We follow [8] to construct the
CVAE-Lower as shown in Fig. 9. The encoder is an MLP
with two hidden layers of 256 dimensions, with an ELU
layer following each hidden layer. The dimension of the
latent variable z is 64. A mixture-of-expert architecture is

employed for the decoder, including 4 expert networks and
a gating network. The input to the gate network and the
expert networks are the latent variable z combined with the
current lower-body pose X l

t , while the output of the expert
network is the next pose X l

t+1.
Similar to the encoder, the gate network is an MLP with

two 64D hidden layers followed by ELU activations. Each
expert network has the same structure as the encoder except
for the input layer and the output layer.

During testing, we use the Lower Sampler to sample the
latent variable z given the current lower-body pose X l

t and
the predicted IPM state It+1. The Lower sampler has the
same structure as that of the encoder except for the input
layer.

Upper Body Restoration. The CVAE-Upper has the
same architecture as the CVAE-Lower except for the condi-
tion Xu

t and X̂ l
t+1 as shown in Fig. 10. Similarly, the upper

sampler has the same structure as the encoder of CVAE-
Upper except for the input layer. Although the upper body
is not explicitly physically constrained, it is implicitly con-
strained by the IPM motion which is physically based.

State Representation. In the skeleton restoration
model, we adopt pose representations [8, 22] for the full-
body pose. Specifically, we use a vector including po-
sitions, rotations, and velocities to represent the pose
Xt. X l

t and Xu
t take the corresponding lower or up-

per part in the Xt. Furthermore, we use a 15D vec-
tor [xt, yt, θt, ϕt, et, lt, ẋt, ẏt, θ̇t, ϕ̇t, ėt] for It and input the
vector into the sampler, where et is the position of the end
of the rod corresponding to the hip joint and lt is the rod
length.

3.3. Training

There are several components in our model. An end-to-end
training but could lead to suboptimal local minima. There-
fore, we employ pre-training to initialize individual compo-
nents and also use auxiliary losses in addition to the main
loss introduced in the main paper.

We train the IPM first. Then, we train the CVAE-Lower.
Next, we train the lower sampler network based on the
trained CVAE-Lower. Similarly, we train the CVAE-Upper
first then the upper sampler network.

We train the differentiable IPM model by using the 0-
order and 1-order information as shown in Eq. (6), where λ
is a weight parameter. We minimize the angular velocity ϕ̇
instead of penalizing its l1 norm as we do in other dimen-
sions. This is because the angular velocity should always be
smooth when recovering balances so that smoothing leads
to better results than minimizing the l1 norm.

Lipm =
1

T

T∑
t=1

{|x̂t − xt|+ |ŷt − yt|+ |θ̂t − θt|+ |ϕ̂t − ϕt|

+|ˆ̇xt − ẋt|+ |ˆ̇yt − ẏt|+ | ˆ̇θt − θ̇t|+ λ| ˆ̇ϕt|} (6)



We follow [8] to train the CVAE-Lower in our skeleton
restoration model. Then we train the Lower sampler net-
work based on the trained CVAE-Lower. The encoder of the
CVAE-Lower and the lower Sampler both output the Gaus-
sian distribution parameters [µ, σ] for the latent variables z.
We train the lower sampler by using the loss function in
Eq. (7) to let the outputs of the Lower Sampler be close to
those of the encoder, and we ensure that the restored poses
have low FSE.

Lskel = ∥ẑµ − zµ∥2 + ∥ẑσ − zσ∥2 + FSE(X̂ l
t, X

l
t) (7)

We train the CVAE-Upper and the Upper sampler network
in the same way except that the FSE in the loss function
Eq. (7) is ignored.

After initialization, the whole network can be trained as
a whole. We use the Adam optimizer for all training. The
learning rates for training the differentiable IPM and two
samplers are 3e-4 and 1e-4, respectively. When training
the CVAEs, a linear schedule is used to adjust the learn-
ing rate from 1e-4 to 1e-7, and we set the weight of the
KL loss as 0.005 to encourage high reconstruction qual-
ity. The whole training takes about 15 hours on a single
GeForce RTX 2080 Ti, but can be automated. The infer-
ence takes approximately 0.19 sec/frame in our 13-person
experiment.
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