
MeaCap: Memory-Augmented Zero-shot Image Captioning
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Figure 1. Difference between ViECap [2] and MeaCapInvLM.

A. More details of MeaCap with other LM

To demonstrate the effectiveness of our proposed memory
concepts, we incorporate our proposed retrieve-then-filter
module with the current SOTA text-only-training method
ViECap [2], namely MeaCapInvLM. ViECap is a text-only-
training method that combines entity-aware hard prompts
and learned visual soft prompts to generate image captions.
The soft prompts are obtained by inputting the CLIP im-
age embedding into the projector and the hard prompts are
constructed by a CLIP-based entity classifier. As illus-
trated in Fig. 1, MeaCapInvLM remains the soft prompts
branch and directly utilizes the pre-trained language model
of ViECap. We only replace the entity classifier with our
proposed retrieve-the-filter module to obtain key concepts
and leverage the prompt template to inject the key concepts
into a concept-aware sentence and get the hard prompts.
Compared with the original ViECap which can only retrieve
a single entity from pre-defined entity vocabulary, our pro-
posed retrieve-then-filter module can extract more key vi-
sual concepts from the image, demonstrating that our pro-
posed memory design can help to generate highly consistent
descriptions with image content. Quantitative results under
in-domain and cross-domain settings of MeaCapInvLM are
shown in Tab. 4 in the main paper.

B. More analysis about the memory

In this section, we present some in-depth analysis about dif-
ferent aspects of external memory.

Numbers of retrieved memory captions. We also con-
duct experiments to investigate the impact of the number of
retrieved memory captions as shown in Fig. 3. Our model
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Figure 2. Ablation study on memory size.
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Figure 3. Effect of the number of retrieved memory captions. We
reported the performance of MeaCapTF on the MSCOCO dataset
with varying the number of retrieved memory captions.

achieves the best performance when retrieving five memory
captions. As the number of retrieved memory captions ex-
ceeds five, there is a gradual performance degradation. The
reason is all retrieved captions are considered equally re-
gardless of the number of them. However, those captions
with lower cosine similarity will bring more noise.

The size of external memory To explore the impact of
the external memory size, we randomly sample different
ratio text embeddings of CC3M as our external memory.
The results are shown in Fig. 2. Overall, the training-free
MeaCapTF and text-only-training MeaCapToT both benefit
from a large memory, and the performance increases as the
memory size grows. It is due to that large memory usually
covers more visual concepts and thus the retrieved captions
are better aligned with the same image.

1



C. Zero-shot captioning with SS1M memory
To further explore the potential of MeaCap, we followed
[5] and tried another textual memory SS1M. Partial com-
parison results are presented in Table 1, which illustrates
the superior performance of MeaCap than DeCap.

Methods Text Corpus MSCOCO NoCap val (CIDEr)
Training Memory M C In Near Out Overall

DeCap SS1M SS1M 17.5 50.6 41.9 41.7 46.2 42.7
MeaCapTF ✗ SS1M 17.9 51.7 42.0 42.8 45.4 43.8
MeaCapToT SS1M SS1M 18.2 54.9 44.1 46.0 49.7 47.3

Table 1. Zero-shot captioning results with SS1M memory.

D. BLIP2-S
BLIP-2 [4] is a large vision-language model that employs
a frozen CLIP [6] image encoder and large language mod-
els [1, 7] to bootstrapping language-image pre-training on
large image-text corpus. We use the pre-trained BLIP-2 and
leverage the image encoder Bv and the text encoder Bt to
compute cross-modality cosine similarity. Following CLIP-
S [3], BLIP2-S is the product of a weight w = 2 and the
image-text similarity, as:

BLIP2− S(I,T) = wCos(Bv(I), Bt(T)) (1)

where I, and T are the image and the text. Cos denotes the
cosine similarity.

E. Computational cost
Table 2 compares MeaCap with some SOTA methods w.r.t.
the training and inference speed and the GPU memory us-
age. We can see that MeaCap shows competitive results
with training-free methods and comparable ones with text-
only methods.

Methods Training-free Text-only training
ZeroCap ConZIC MeaCapTF DeCap ViECap MeaCapToT

Training time (h) 0.0 0.0 0.0 2.1 8.1 11.0
Inference time (s) 140.2 9.1 1.4 0.9 0.7 1.4
Peak Memory (mb) 4121 2024 4063 2140 3407 4063

Table 2. Comparisons on computational costs and speed.

F. More samples and qualitatives.
Fig. 4 and Fig. 5 have shown some generated results with
our proposed methods. For each image, we have shown
the intermediate results of the retrieve-then-filter module,
i.e. the retrieved memory captions, the extracted subject-
predicate-object triplets, and the filtered key concepts. As
we can see, we effectively filter the correct key concepts out.
Based on the key concepts, MeaCapTF and MeaCapToT can
generate captions with high consistency with image content.
Fig. 5 showcases that the extracted key concepts from mem-
ory contain much world knowledge and can also alleviate
the knowledge-forgotten phenomenon of text-only-training
methods.
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Retrieved memory captions:
1. a tower of giraffes with the male centered , all chewing.
2. group of giraffes in the zoo.
3. guests observe giraffes from a high platform.
4. group of giraffes at the zoo.
5. herd of giraffes in the zoo.
Subject-predicate-object triplets:
1. ( male , is , chewing ) , ( giraffes , is , tower ) , ( male , center on top of , giraffes )
2. ( giraffes , is , group of ) , ( giraffes , in , zoo )
3. ( giraffes , on , platform ) , ( guests , observe , giraffes ) , ( platform , is , high )
4. ( giraffes , is , group of ) , ( giraffes , at , zoo )
5. ( giraffes , in , zoo )
Key concepts: ['giraffes', 'zoo']
𝐌𝐞𝐚𝐂𝐚𝐩𝐓𝐅: The image depicts giraffes in a zoo enclosure surrounded.
𝐌𝐞𝐚𝐂𝐚𝐩𝐓𝐨𝐓: A group of giraffes in a zoo surrounded by stones.

Retrieved memory captions:
1. many people enjoy mushrooms on a pizza.
2. a pizza with black olives among the toppings.
3. pizza with mushrooms , tomato and olives in a box.
4. pizza with mushrooms , tomato and olives in a box.
5. close - up of vegetables on the pizza.
Subject-predicate-object triplets:
1. ( people , enjoy , mushrooms ) , ( mushrooms , on , pizza )
2. ( olives , is , black ) , ( olives , among , toppings ) , ( pizza , with , olives )
3. ( pizza , in , box ) , ( pizza , with , tomatoes ) , ( pizza , with , olives ) , ( pizza , with , mushrooms )
4. ( pizza , in , box ) , ( pizza , with , tomatoes ) , ( pizza , with , olives ) , ( pizza , with , mushrooms )
5. ( vegetables , on , pizza )
Key concepts: ['vegetables', 'olives', 'toppings', 'box']
𝐌𝐞𝐚𝐂𝐚𝐩𝐓𝐅: The image depicts a pizza made of vegetables, olives and toppings in a box.
𝐌𝐞𝐚𝐂𝐚𝐩𝐓𝐨𝐓: A pizza with vegetables, olives and other toppings in a box.

Retrieved memory captions:
1. children reading the book on picnic in summer park.
2. children reading the book on picnic in summer park.
3. with young kids , dinner can feel like feeding time at the zoo.
4. young friends eating pizza in the park.
5. young friends eating pizza in the park.
Subject-predicate-object triplets:
1. ( children , on , picnic ) , ( children , in , park ) , ( park , is , summer ) , ( children , read , book )
2. ( children , on , picnic ) , ( children , in , park ) , ( park , is , summer ) , ( children , read , book )
3. ( kids , is , young ) , ( kids , at , zoo ) , ( dinner , at , zoo ) , ( dinner , have , kids )
4. ( friends , eat , pizza ) , ( friends , is , young ) , ( friends , in , park )
5. ( friends , eat , pizza ) , ( friends , is , young ) , ( friends , in , park )
Key concepts: ['children', 'dinner', 'park']
𝐌𝐞𝐚𝐂𝐚𝐩𝐓𝐅: A picture showing two children eating dinner at a park.
𝐌𝐞𝐚𝐂𝐚𝐩𝐓𝐨𝐓: Young children eating dinner in the park.

Retrieved memory captions:
1. person smiling with a big plate of chocolate cake and vanilla ice cream in front of him.
2. portrait of a young man eating chocolate cake with a fork.
3. young man eating a slice of chocolate cake with a fork.
4. a man smiles , a chocolate cake on the table in front of him.
5. a man smiles , a chocolate cake on the table in front of him.
Subject-predicate-object triplets:
1. ( plate , is , big ) , ( ice cream , is , vanilla ) , ( person , is , smiling ) , ( plate , in front of , person ) , ( cake , on ,
plate ) , ( cake , is , chocolate ) , ( person , is , smiling )’,
2. ( man , is , young ) , ( man , eat , chocolate cake ) , ( man , with , fork )
3. ( man , is , young ) , ( man , eat , chocolate cake ) , ( chocolate cake , is , slice ) , ( man , eat with , fork )
4. ( man , is , smiling ) , ( chocolate cake , on , table ) , ( table , in front of , man )
5. ( man , is , smiling ) , ( chocolate cake , on , table ) , ( table , in front of , man )
Key concepts: ['young man', 'chocolate cake', 'table', 'cafe']
𝐌𝐞𝐚𝐂𝐚𝐩𝐓𝐅: There are pictures of a young man smiling on holiday eating chocolate cake on the table in the cafe.
𝐌𝐞𝐚𝐂𝐚𝐩𝐓𝐨𝐓: A young man smiling and eating chocolate cake on a table in the cafe.

Figure 4. More qualitative results.



Retrieved memory captions:
1. everything you need to know about the luxury sedan.
2. v8 portfolio : super long , light and performing sedan at a supercharged price.
3. first drive : adds sedan to its line – up.
4. new black luxury sedan turning slightly to the right.
5. the car is the clearest idea yet of what to expect from the next generation luxury sedan.
Subject-predicate-object triplets:
1. ( sedan , is , luxury ) 
2. ( sedan , is , long ) , ( sedan , is , performing ) , ( sedan , is , supercharged ) , ( sedan , is , sedan )
3. ( sedan , in , line )
4. ( sedan , is , black ) , ( sedan , is , luxury ) , ( sedan , is , new ) , ( sedan , is , turning )
5. ( sedan , is , luxury ) , ( sedan , is , next generation ) , ( car , is , clearest ) , ( car , is , idea )
Key concepts: [‘luxury sedan']
𝐌𝐞𝐚𝐂𝐚𝐩𝐓𝐅: The image depicts a luxury sedan with the BMW logo.
𝐌𝐞𝐚𝐂𝐚𝐩𝐓𝐨𝐓: The BMW luxury sedan shown here.

Retrieved memory captions:
1. iron man , pictured here , was one of the more overhauled heroes , due to severely outdated design.
2. actor takes the stage in a new poster for iron man.
3. iron man has a new poster with actor in some heat in film.
4. costume designer created a new suit for the film.
5. what do you think of the new poster for iron man?
Subject-predicate-object triplets:
1. ( man , is , iron ) , ( design , is , severely outdated ) , ( man , have , design )’, 
2. ( poster , is , new ) , ( poster , is , iron man ) , ( actor , take , stage ) , ( actor , in , poster )’, 
3. ( poster , is , new ) , ( man , is , iron ) , ( man , have , poster ) , ( man , in , film ) , ( man , in , heat )’, 
4. ( suit , is , new ) , ( costume designer , create , suit ) , ( suit , in , film )’, 
5. ( poster , is , new ) , ( poster , is , iron man )’
Key concepts: [‘new poster’, ‘iron man']
𝐌𝐞𝐚𝐂𝐚𝐩𝐓𝐅: The image depicts the new poster as an iron man acting like a hero.
𝐌𝐞𝐚𝐂𝐚𝐩𝐓𝐨𝐓: The new movie poster for iron man.

Retrieved memory captions:
1. replica of the statue of liberty wrapped in flag stock photo – 20491789.
2. did you know the statue of liberty was once a dull copper color.
3. the statue of liberty contains a large amount of copper.
4. visit the statue of liberty during your itinerary.
5. visit the statue of liberty during your itinerary.
Subject-predicate-object triplets:
1. ( statue , wrap in , flag ) , ( flag , is , stock photo ) , ( statue , is , replica )
2. ( statue , is , copper ) , ( statue , is , dull )
3. ( statue , contain , copper )
4. ( statue of liberty )
5. ( statue of liberty )
Key concepts: ['statue of liberty']
𝐌𝐞𝐚𝐂𝐚𝐩𝐓𝐅: A photo of the statue of liberty in America taken at sunset.
𝐌𝐞𝐚𝐂𝐚𝐩𝐓𝐨𝐓: The staue of liberty at sunset.

Figure 5. More qualitative results with world knowledge.
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