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1. Comparison of existing SAM priors introduction methods.

To thoroughly validate the superiority of our proposed framework over existing methods that incorporate SAM’s priors to
enhance the image deblurring task, we conducted further testing for the advanced image restoration (IR) model, NAFNet [1],
on two widely used datasets, including the GoPro [5] dataset and the ReL.oBlur [3] dataset.

In our experiments, we employ the NAFNet architecture with 32 channels as the image deblurring model. We compare
three different training methods: one utilizing the concatenation method (CAT) for incorporating SAM priors as proposed
in [2], the second method exploiting only the MAP Unit of SAM-Deblur [4], and finally, the SAM-Deblur framework, which
combines both the MAP Unit and mask dropout. SAM-Deblur currently represents the state-of-the-art method that leverages
SAM’s priors to enhance image restoration tasks.

As illustrated in Table 1, the performance of the aforementioned methods on the datasets mentioned clearly showcases
the effectiveness and superiority of our proposed framework compared to existing approaches that rely on SAM’s priors. It
is worth noting that our framework not only achieves better performance but also preserves the inference efficiency of the
original IR models without the need for SAM in the inference stage.

Method GoPro ReLoBLur
PSNR 1 SSIM PSNR 1 SSIM 1
NAFNet [1] 32.85 0.960 25.26 0.687
NAFNet + CAT [2] 32.88 0.961 29.77 0.882
NAFNet + MAP [4] 32.82 0.960 30.86 0.897
NAFNet + SAM-Deblur [4] 32.83 0.868 32.29 0.903
NAFNet + Ours 32.90 0.961 32.35 0.904

Table 1. Quantitative comparison of different methods that introduce SAM priors to boost the deblurring task.
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2. More visualization.
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Figure 1. The qualitative comparison of IR models with and without our framework on the DDN dataset for the deraining task.
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Figure 2. The qualitative comparison of IR models with and without our framework on the cityscape-syn 100 dataset for the deraining task.
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Figure 3. The qualitative comparison of IR models with and without our framework on the cityscape-syn 200 dataset for the deraining task.
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Figure 4. The qualitative comparison of IR models with and without our framework on the GoPro dataset for the deblurring task.
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