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Supplementary Material

1. Detailed Introduction of Datasets

In this section, we provide detailed information about the
three datasets used for the experiments:

3D MNIST [9] is an extension of the original classic
MNIST dataset widely used in 3D computer vision tasks
such as 3D shape recognition. It includes a diverse set of
corresponding 3D point clouds generated from handwrit-
ten digits 0 — 9. To ensure fair comparisons, we follow
RONO [2] and select a subset of 6, 000 image-point cloud
pairs for experiments. Pretrained ResNet-18 and DGCNN
models are utilized to extract feature vectors from the im-
ages and point clouds, respectively.

ModelNet10 [8] is a computer vision dataset used for 3D
object recognition and classification tasks. It is a sub-
set of the ModelNet40 dataset and consists of 3D mod-
els from 10 different categories sourced from Google 3D
Warehouse, Trimble 3D Warehouse, and other public re-
sources. Each model is placed in a standardized 3D space
and rendered from various angles to provide diverse view-
points. Following CLF [4], we randomly select one image
from the corresponding 180 images for each 3D model as
the ground truth.

ModelNet40 [8] is an extended version of the Model-
Net10 dataset, consisting of 3D models from 40 different
categories. Its data sources are consistent with Model-
Net10 as well. Similarly, each model in the ModelNet40
dataset is also placed in a standardized 3D space and ren-
dered from multiple angles. We also follow the practice
of randomly selecting one image from the corresponding
180 images for each 3D model as the ground truth.

2. Detailed Introduction of Baselines

We make comparisons with various state-of-the-art meth-
ods, including seven text-image retrieval approaches
(MRL [3], DSCMR [10], ALGCN [5], DA-I-GCN [6], DA-
P-GCN [6], DA-I-GAT [6], DA-P-GAT [6]) and two 2D-3D
retrieval approaches (CLF [4] and RONO [2]). The detailed
introductions of these baselines are as follows:

L]

MRL [3] is an effective cross-modal retrieval method
against noisy labels. It maps various modalities into a
shared latent space by robust multimodal learning tech-
niques.

DSCMR [10] is an early attempt to deep cross-modal
retrieval. It concurrently minimizes both discrimination
loss and modality invariance loss to acquire shared repre-
sentations across diverse modalities.

Table 1. Comparison with more baselines.

Dataset 3D MNIST (200) | ModelNet10 (200) | ModeINetd0 (800)
Task 2P P21 2P P21 2P P21
FixMatch | 2556 2771 | 23.66 2297 | 1145 1093
RONO+PL | 87.99 8684 | 79.61 7698 | 6736  63.77
M2CP 89.95 87.63 | 8194 8199 | 7005  68.66
Ours 91.68 89.92 |[8397 8322 | 7132 7024
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Figure 1. The AUC results on 3D MNIST.

¢ ALGCN [5] uncovers the semantics of labels and con-
serves semantic correlations across different modalities
through the joint training of two different branches.

* DA-I-GCN [6] is based on Graph Neural Networks
(GNNs) and Generative Adversarial Networks (GANSs)
with contrastive learning on multi-labels. It leverages It-
erative GNN and employs Graph Convolutional Network
(GCN) as GNN’s backbone.

* DA-P-GCN [0] is adapted from DA-I-GCN. It leverages
Probabilistic GNN and employs GCN as GNN’s back-
bone.

* DA-I-GAT [6] is adapted from DA-I-GCN. It leverages
Iterative GNN and employs Graph Attention Network
(GAT) as GNN’s backbone.

* DA-P-GAT [6] is adapted from DA-I-GCN. It leverages
Probabilistic GNN and employs GAT as GNN’s back-
bone.

* CLF [4] is a strong 2D-3D cross-modal retrieval method
that obtains both modality-invariant and discriminative
representations through a cross-modal center loss.

* RONO [2] tackles the problem of 2D-3D retrieval under
label noise by proposing a consistency loss and a robust
center learning strategy.

3. Further Qualitative Comparisons

As depicted in Figure 2 and Figure 3, we make further
qualitative comparisons by plotting the Precision and Recall
curves with respect to Top N returned samples with various
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Figure 2. The Precision-Top N curve with various amounts of labels on the 3D MNIST dataset. 2D-to-3D results are plotted in the first
row, and 3D-to-2D results are plotted in the second row.
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Figure 3. The Recall-Top N curve with various amounts of labels on the 3D MNIST dataset. 2D-to-3D results are plotted in the first row,
and 3D-to-2D results are plotted in the second row.

amounts of labels.

From these curves, it is evident that the precision value
decreases as the number of returned samples increases,
while the recall value exhibits an increase with a rise in the
number of returned samples. These two metrics are con-
tradictory to each other. What remains consistent is that
under both metrics, one method demonstrates superior per-
formance compared to others, as indicated by its curve be-

ing above the other curves. It can be seen that in scenar-
ios with multiple label quantities, our curve consistently re-
mains at the top. This represents the outstanding perfor-
mance and robustness of our FIVE, indicating our success-
ful endeavor in leveraging labeled and unlabeled data for
2D-3D retrieval.



4. More Experimental Results
4.1. Comparison with More Baselines

We add three baselines, i.e., FixMatch [7], M2CP [1], and
RONO+PL for comparisons. RONO+PL additionally uti-
lizes pseudo-labeling to annotate unlabeled data. The com-
pared results in Table 1 show our method continues to out-
perform other baselines. FixMatch performs poorly due to
a missing similarity learning module for cross-modal dis-
crepancy reduction.

4.2. Comparison on AUC

Besides the aforementioned curves, we also include AUC
results for clarity. As depicted in Figure 1, our method is
significantly superior to the existing baselines.
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