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1. Implementation Details001

1.1. Human-to-World Coordinate Transformation002

We estimate the local human pose of each frame in our003
proxy-to-motion network, then we transform it into the004
global world space. In the first frame, the accumulated005
translation of human in x-z plane txz is set to zero. For006
the later human-space estimations, we firstly rotate the front007
axis of camera in human space to align the y-z plane by008
Rfront. Denote the target parameters of camera in world009
space as RW , TW and the predicted parameters in human010
space as RH , TH . We have RW = RH · Rfront, TW =011
−RW · (RT

front · (−RT
H · TH) + txz). And the human012

orientation should also be rotate in the same time to main-013
tain relative stillness: θW (root) = RT

front · θH(root). The014

world translation can be calculated by tW = RT
front · (tH +015

Jroot) − Jroot + txz . Here Jroot is the root joint of SMPL016
model in T-pose to eliminate the error resulted from the017
root-misalignment with the original point of SMPL model.018
Finally, the accumulated translation of human in x-z plane019
txz is updated by tt+1

xz = ttxz +RT
front · tH .020

1.2. Partial Dilated Convolution021

It should be noted that the hand area, being an extremity, is022
more prone to being affected by heavy motion blur and se-023
vere occlusions, resulting in missing detections. Simply set-024
ting the corrupted data to zero is not a viable solution as the025
original convolution kernel is unable to distinguish between026
normal data and corrupted data, leading to a significant re-027
duction in performance as noise is propagated through the028
network layers.029

To overcome this challenge, we employ partial convolu-030
tion [1] to enhance our 1D dilated convolution framework.031
As illustrated in Fig. 1, rather than indiscriminately process-032
ing the input signals as in the original convolution opera-033
tor, we utilize a mask-weighted partial convolution to se-034
lectively exclude corrupted data from the inputs. This en-035
hances the robustness of hand recovery in scenarios involv-036

ing fast movement and heavy occlusion. Specifically, the la- 037
tent code X0 is initially set as the concatenation of the (x, y) 038
coordinates of the J joints for each frame f ∈ 1, 2, ..., L, 039
while the mask M0 is initialized as a binary variable with 040
values of 0 or 1, corresponding to the detection confidence. 041
Then we integrated the 2D partial convolution operation and 042
mask update function from [1] into our 1D dilated convo- 043
lution framework: 044{

Mk+1 = I (sum(Mk) > 0)

Xk+1 = Mk+1

(
W⊤

k (Xk ⊙Mk)
size(Mk)
sum(Mk)

+ bk

)
(1) 045

where W and b denotes the convolution filter weights and 046
bias at layer k, and ⊙ denotes the element-wise multipli- 047
cation. Furthermore, in the training procedure, half of the 048
sequential inputs are randomly masked to simulate detec- 049
tion failures that may occur in a deployment environment. 050

1.3. Training 051

We train our network using the Adam optimizer with 052
a learning rate of 1e-4 and a batch size of 1024 in 053
NVIDIA RTX 4090. We adopt a two-stage training scheme. 054
Firstly, we train our proxy-to-motion initialization network 055
(Sec. 4.2) for 50 epochs. Subsequently, we fix the weights 056
of the motion recovery network and train the neural descent 057
network (Sec. 4.3) for another 50 epochs. 058

1.4. Proxy Dataset 059

We conduct the training process on our synthetic proxy 060
dataset. The 3D body rotational motions of the train- 061
ing set are sampled from AMASS [3]: [ACCAD, BML- 062
movi, BMLrub, CMU, CNRS, DFaust, EKUT, Eyes 063
Japan Dataset, GRAB, HDM05, HumanEva, KIT, MoSh, 064
PosePrior, SFU, SOMA, TCDHands, TotalCapture, WEIZ- 065
MANN] and [SSM, Transitions] are for testing. Otherwise, 066
for the generation of hand motions, we adopt the same 067
dataset division of InterHand [4]. Then We animate the 068
SMPL-X mesh and generate virtual cameras to obtain the 069
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Figure 1. Illustration of human recovery. The left part (a) depicts the original dilated convolution backbone of [5], while the right part
(b) illustrates our proposed partial dilated convolution architecture. Our approach selectively excludes corrupted data from input signals,
allowing us to extract motion features more accurately and effectively. Specifically, detection failure (denoted as green mosaic squares)
may occur during extremely fast motion or severe occlusion situations, while our architecture will cut off the connection from corrupted
data to prevent disturbance transfer during network forward processing.

pseudo 2D labels.070

2. Computational Complexity071

In this section, we compare the inference speed of our072
method. Our real-time monocular full-body capture sys-073
tem can be implemented on a single Laptop (NVIDIA RTX074
4060 GPU). Specifically, for the 2D pose estimator, we075
leverage the off-the-shelf Mediapipe [2] and MMPose and076
re-implement it on the NVIDIA TensorRT platform. We re-077
port the inference time of each module in Table. 1.078

Table 1. Time costs of each module in our pipeline.

Network Input Speed
Body Crop Net 224× 224× 3 2ms

Body Landmark Net 384× 288× 3 5ms
Hand Crop Net 2× 256× 256× 3 1.5ms

Hand Landmark Net 256× 256× 3 2ms
Pose Initialization Net 81× 67× 2 3ms

Neural Descent Net \ 10ms
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