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1. Why does Sample Gradient contain model
information?

’Dark knowledge’ is a term used to describe knowledge that
is implicitly embedded in a model but doesn’t manifest di-
rectly, such as predictive logits. By learning ’dark knowl-
edge’, a surrogate model can inherit the characteristics and
mimic the functionalities of the victim model. In prior
work, sample gradients have been interpreted as a reflec-
tion of a model’s local sensitivity to a specific input, guiding
the perturbation direction in adversarial attacks. However,
due to the inclusion of variance, instability, and a lack of
interpretability, sample gradients are rarely considered as a
form of dark knowledge. Numerous studies [20, 21, 23–
26, 33] have attempted to utilize sample gradients to aid
interpretability, often through altering the model, employ-
ing the gradient of the model’s feature maps, or introducing
additional inputs to propose interpretability methods. These
methods fall short of establishing the interpretability of the
original sample gradients. In this section, we introduce SG-
Map, a method for interpreting sample gradients, designed
without modifying the original model architecture, utilizing
feature maps, or adding any additional inputs. We demon-
strate that the sample gradients, processed and visualized
as heatmaps, exhibit interpretability comparable to Grad-
CAM.

For an individual input image, after backpropagation
through the loss function, each pixel is assigned a gradient
value, collectively forming the sample gradient. The SG-
Map algorithm initiates by preprocessing the sample gradi-
ents: taking the absolute value of the gradient for each pixel
and normalizing the pixels in each channel independently.
This preprocessing ensures that the sample gradients meet
the requirements for image display and eliminates numeri-
cal discrepancies in the sample gradients, which are tied to
the parameter values of all neurons in the model and do not
accurately reflect the model’s decision-making characteris-
tics. Channel-wise normalization is preferred over whole-
image normalization due to the more substantial inter-pixel
connections within channels than between them. SG-Map
then combines the pixel gradients from the three different
channels according to the specifications for a grayscale im-
age, resulting in a single-channel sample gradient. In a
crucial final step, we apply average pooling to this single-
channel sample gradient, mitigating the impact of erratic
behaviors from specific instances of the model on the pixel
gradients. The resulting sample gradient is then presented

as a heatmap. The visualization result is shown in Figure
1. Comparing SG-Map with CAM methods, we observe
that SG-Map focuses on similar pixel locations, reflecting
the model’s sensitivity and attention allocation across dif-
ferent areas. Unlike CAM methods, the visualization of
sample gradients through SG-Map provides a more strin-
gent expression of sensitivity, manifesting as more concen-
trated yet precise high-temperature areas in the heatmap.
Our proposed SG-Map thereby conclusively demonstrates
that sample gradients encapsulate deep-seated information
of the model, qualifying as a form of dark knowledge that
can guide the training of surrogate models.

2. More Experiment Result
2.1. Hard-label experiments of Indoor-Scene

Under the query setup with hard labels, we use baselines
to steal the resnet34 model trained on Indoor-Scenes. As
shown in Table 3, SPSG still maintains the highest perfor-
mance metrics.

2.2. Experiments on different Proxy’s architecture

In the main text, we default to using the same proxy ar-
chitecture as the victim, that is, resnet34. However, in prac-
tice, we cannot obtain information about the victim’s model.
Therefore, we experiment with different neural network ar-
chitectures as proxys. The experimental results, as shown
in Table 4, indicate that SPSG can effectively extract the
performance of the victim across various neural network ar-
chitectures. Due to the different performance ceilings inher-
ent to each neural network architecture, the results present
varying degrees of difference.

2.3. Impact of hyperparameter β

β is used to remove gradients outside of extreme values.
The larger the β, the more gradients are removed, indicat-
ing a stricter selection of extremes. We conduct experiments
under different β values. When the value of β is small,
more gradient variance is introduced, leading to a decrease
in the proxy model’s performance. When β value is larger,
there are hardly any superpixel gradients left. When β is at
its maximum, the sample gradient contains only one super-
pixel gradient. When β is greater than 0.8, the performance
of the proxy model remains at a lower level. This is be-
cause at this point, what is left are the most representative
superpixel gradients, so the performance of the proxy model
remains unchanged as it always mimics the most important



Figure 1. Partial visualization results of grad-CAM [20], grad-CAM++ [3], Smooth-gradCAM [14], X-gradCAM [4], layer-CAM [10],
and SG-map. The neural network is ResNet34 pre-trained on ILSVRC-2012.
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superpixel gradients. when β is 0.5, SPSG gets the best
performance. The visulaization result is shown in Figure 2

2.4. Offline Training of SPSG

We observe the changes in simulated-superpixel gradients
of samples during the offline training process of the proxy
model, as shown in Figure 4. As the training epochs in-
crease, the similarity between the pseudo-superpixel gra-
dients obtained from the mean of model backpropagation
pixel SG and the superpixel gradients queried from the vic-
tim model gets higher and higher. More similar sample gra-
dients indicate that our loss function setting is reasonable.
The proxy model sufficiently learns SG knowledge of the
victim model.

2.5. Impact of Sample Selection Strategy

Our method does not conflict with sample selection strate-
gies. Therefore, we compare the performance of SPSG,
knockoff, and Black Dissector under two different sample
selection strategies. These two strategies are the Reinforce-
ment learning strategy [16] and the K-center strategy [17],
as shown in Table 5. Both strategies improve the perfor-
mance of MS to varying degrees. SPSG achieves the highest
accuracy and similarity under both sample selection strate-
gies. It is important to note that in the main text, we have
already found that SPSG also obtains the best performance
compared to other methods under a random sample selec-
tion strategy.

2.6. Ability to evade the SOTA defense method.

We conducted experiments with protection measures sim-
ilar to [28] including Adaptive Misinformation [11], Pre-
diction Poisoning [15], Gradient Redirection[2], External
Feature[1]. The victim model is ResNet34 model trained



on the CUBS-200-2011 dataset. The real sample number is
20k. The attack set employed ILSVRC-2012. As shown in
Table 1, SPSG demonstrates significantly higher resistance
to these two defenses compared to other methods.
Table 1. The larger the threshold, the better the defense effect (0.0
means no defense). ”False” and ”True” respectively correspond to
evading monitoring and being detected by monitoring.

Method No defence AM GR EF PP
Threshold - 0.5 - - 0.5
KnockoffNets 54.21±0.11 49.13±0.28 47.17±0.13 True 49.22±0.11
ActiveThief 55.24±0.12 50.12±0.11 47.71±0.21 True 49.11±0.21
Black-Box Dissector 56.98±0.21 51.21±0.31 48.81±0.14 False 49.03±0.28
Inversenet 55.17±0.19 49.21±0.73 51.28±0.31 False 48.72±0.49
DFMS 52.17±0.32 53.27±0.21 47.79±0.32 False 49.92±0.09
EDFBA 55.32±0.21 43.22±0.13 49.82±0.34 False 48.87±0.73
DS 51.33±0.12 54.33±0.37 51.11±0.94 True 50.01±0.56
DFME 53.28±0.23 52.26±0.61 50.87±0.34 False 51.06±0.72
SPSG 61.33 ±0.03 54.95 ±0.22 52.15 ±0.34 False 59.02 ±0.41
victim model 77.10 71.29 74.16 - 71.46

2.7. More study about SPGQ

We investigate the effectiveness of SPGQ and finite dif-
ference query methods. We compare the similarity of the
sample gradients obtained by different methods to the real
sample gradients. We use the average pair-wise distance
to each real sample gradient as the evaluation metric and
record the average number of queries required to query a
sample. For superpixel gradients, we compare them by av-
eraging the real samples within the corresponding superpix-
els. As shown in Table 2, our method exhibits a smaller dis-
tance compared to the finite difference method, indicating a
higher similarity.

3. More study about SGP
Empirical validation of SGP’s efficacy is demonstrated
through two categories of experiments. On one hand,
knowledge distillation experiments were conducted. When
the student model distills unpurified sample gradients and
logits knowledge, the resultant accuracy exhibits a decline
due to irregular variance in the sample gradients, as com-
pared to training without distillation. Conversely, distil-
lation using purified sample gradients in conjunction with
logits culminates in accuracy surpassing that achieved by
distilling logits alone. On the other hand, T-SNE visual-
ization was employed, concatenating the model-extracted
sample features with the purified sample gradients. Com-
parative analysis reveals that purified sample gradients sig-
nificantly enhance the final visualization outcome, as op-
posed to scenarios involving no concatenation or concatena-
tion with unpurified sample gradients. The aforementioned
experiments collectively attest to the effectiveness of the pu-
rification mechanism in eliminating variance from sample
gradients.

3.1. knowledge distillation

We conducted experiments on image classification knowl-
edge distillation. As shown in Figure 3, the sample gradi-

ents obtained from passing the samples through the teacher
and student models are processed by SGP and then associ-
ated through the loss function for distillation. We selected
ICKD [13], Overhaul [6], AT [31], FitNet [19], and FSP
[30], KD [7], RKD [18], DIST [9], SRRL [29], and CRD
[27] as the baselines. Initially, we compared the effects of
each baseline with or without SGKD used individually in
CIFAR100 [12]. The training strategies for CIFAR100 is
shown in Table 6. We selected a series of teacher-student
model combinations from VGG [22], ResNet [5], and their
variants [32]. CIFAR100 Experimental Results: As de-
picted in Table 7, using SGP individually results in im-
proved accuracy for student models. To further examine
the influence of SGP on the knowledge distillation task, we
compare the accuracy of the student model with and without
SGP on the CIFAR100 dataset. As demonstrated in Table
8, the considerable numerical difference between the origi-
nal sample gradients of the student and teacher hinders the
accurate transfer of the teacher model’s dark knowledge to
the student model. This results in a decrease in the student
model’s performance. With SGP, the student model can ef-
fectively learn the teacher’s dark knowledge.

3.2. T-SNE visualization

SGP allows pixel-level sample gradients to possess more
class information. We first train a resnet34 on CIFAR-10.
Then, we obtain the test sample feature vectors through the
final layer before the output of resnet34. The feature vectors
are visualized using T-SNE. Next, we concatenate the puri-
fied sample gradients or the original sample gradients be-
hind the feature vectors and visualize them again. The four
visualization results show that the sample gradients purified
by SGP can effectively aid in classification. In contrast, the
original sample gradients, containing variance and having
low informational content, provide no benefit to the repre-
sentation of feature vectors. The result is shown in Figure
5.



Result Gradient Query Method
Finite Difference SPGQ(QuickShift) SPGQ(Slic) SPGQ(Felzenszwalb) Grid Query

Distance 2.987 2.178 2.089 2.078 16.679
Queries 150528 137 256 457 900

Table 2. The effectiveness of SPGQ and finite difference query methods.

Table 3. The agreement (in %), test accuracy (in %), and queries of each method with hard label. For our model, we report the average
result as well as the standard deviation computed over 5 runs. (Boldface: the best value.)

Method (hard-label) Indoor (10k) Indoor (15k) Indoor (20k)
Agreement Acc Queries Agreement Acc Queries Agreement Acc Queries

ZSDB3KD 27.55 26.43 1109k 29.52 30.07 1002k 34.21 33.71 1229k
DFMS 28.75 27.13 1321k 30.12 29.35 993k 34.23 33.15 989k
EDFBA 27.56 26.55 345k 30.34 29.48 477k 34.12 33.72 531k
DS 27.52 26.55 1200k 30.53 29.88 1090k 35.24 34.18 996k
knockoff 25.31 23.66 10k 27.19 25.73 15k 31.23 29.93 20k
ActiveThief 25.01 24.19 10k 27.59 26.13 15k 30.98 30.11 20k
Black-Box Dissector 25.91 23.57 20k 27.43 26.26 30k 31.59 30.46 40k
SPSG(Ours) 27.86±0.16 26.79±0.21 132k±0.01k 31.43.27±0.34 30.29±0.13 195k±0.01k 38.27±0.34 36.32±0.13 371k±0.01k

Table 4. The agreement (in %) and test accuracy (in %)s of each method with different proxy architecture [5, 8, 22] in CUBS-200-2011.
The real sample number is 20k. For our model, we report the average result as well as the standard deviation computed over 5 runs.
(Boldface: the best value.)

Method (probability) ResNet-18 ResNet-50 VGG-16 DenseNet
Agreement Acc Agreement Acc Agreement Acc Agreement Acc

ZSDB3KD 48.55 47.23 51.51 50.04 48.11 47.61 51.23 50.93
DFMS 49.55 48.11 51.46 50.25 48.63 47.85 52.13 51.93
EDFBA 49.76 48.55 51.32 50.11 48.72 47.84 51.13 49.98
DS 48.72 46.59 50.77 50.23 48.95 48.22 50.33 49.71
knockoff 45.39 43.98 47.28 45.63 49.78 48.23 50.21 49.28
ActiveThief 47.01 46.19 48.59 46.19 50.18 50.11 50.23 49.13
Black-Box Dissector 46.77 45.87 48.49 47.56 50.19 50.16 51.23 50.93
SPSG(Ours) 49.96±0.16 49.70±0.19 52.27±0.34 51.39±0.19 51.21±0.14 51.12±0.11 52.71±0.34 52.32±0.13

Table 5. The agreement (in %) and test accuracy (in %) of each method with different sample selection Strategies in CUBS-200-2011. For
our model, we report the average result as well as the standard deviation computed over 5 runs. (Boldface: the best value.)

Method (probability) CUBS200(10k) CUBS200(15k) CUBS200(20k) CUBS200(25k)
Agreement Acc Agreement Acc Agreement Acc Agreement Acc

knockoff (K-center) 55.65 52.71 59.32 55.71 61.77 57.61 63.21 61.93
knockoff (Reinforce) 54.37 50.11 56.76 54.21 59.67 57.15 61.13 59.92
Black-Box Dissector (K-center) 57.76 53.53 59.38 56.47 61.22 58.81 63.10 62.99
Black-Box Dissector (Reinforce) 55.71 52.12 58.71 56.23 61.95 59.11 61.31 60.71
SPSG (K-center) 59.27±0.11 56.81±0.11 61.49±0.17 60.56±0.14 63.17±0.14 62.16±0.12 65.21±0.31 63.93±0.11
SPSG (Reinforce) 59.96±0.16 56.70±0.19 61.27 60.39±0.19 63.23±0.14 62.19±0.11 64.11±0.34 62.32±0.13

Table 6. Strategies for CIFAR100

Strategy Dataset Epochs Batch size Initial LR Optimizer Weight decay LR scheduler Data augmentation

A1 CIFAR-100 240 64 0.05 SGD 0.0005 X0.1 at 150,180,210 epochs crop+flip
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Table 7. Results (accuracy:%) in CIFAR100

Teacher
Student

WRN-40-2
WRN-16-2

WRN-40-2
WRN-16-2
(with SGP)

ResNet110
ResNet20

ResNet110
ResNet20
(with SGP)

Vgg13
Vgg8

Vgg13
Vgg8
(with SGP)

Teacher 75.61 / 74.31 / 74.64 /
Student 73.26 / 69.06 / 70.36 /

kD [7] 74.92± 1.1 75.48± 1.3↑ 70.67± 2.5 71.78± 1.2↑ 72.98± 1.2 72.78± 1.1↓
RKD [18] 73.35± 2.2 74.97± 2.1↑ 69.25± 1.6 70.28± 1.8↑ 71.48± 1.4 71.64± 1.3↑
DIST [9] 73.78± 1.3 74.79± 1.4↑ 71.86± 1.2 71.91± 3.5↑ 71.62± 1.7 71.67± 1.6↑

SRRL [29] 73.71± 1.7 75.16± 3.1↑ 70.91± 1.4 71.23± 2.7↑ 71.45± 1.8 71.78± 2.1↑
CRD [27] 75.48± 2.1 75.61± 1.1↑ 71.46± 1.7 71.57± 3.6↑ 73.94± 1.2 73.62± 2.3↓

SGKD 74.91± 1.1 / 71.48± 1.7 / 72.61± 2.1 /
ICKD [13] 75.34± 1.2 75.44± 1.6↑ 71.91± 1.3 72.01± 2.1↑ 73.88± 2.2 74.09± 1.3↑

overhaul [6] 75.52± 1.3 75.48± 1.4↓ 71.21± 1.5 71.34± 1.2↑ 73.42± 1.1 73.57± 1.9↑
AT [31] 74.08± 1.7 74.61± 2.3↑ 70.22± 2.1 71.24± 1.8↑ 71.43± 1.9 72.86± 2.1↑

FitNet [19] 73.58± 2.3 73.67± 2.1↑ 68.99± 1.2 71.67± 2.3↑ 71.02± 2.5 72.21± 2.4↑
FSP [30] 72.91± 2.1 73.28± 1.7↑ 70.11± 1.5 71.94± 1.5↑ 70.23± 1.3 71.47± 1.5↑

Table 8. Ablation study on CIFAR100.

Teacher
Student

WRN-40-2
WRN-16-2
(with SG)

WRN-40-2
WRN-16-2
(with SGP)

ResNet110
ResNet20
(with SG)

ResNet110
ResNet20
(with SGP)

Vgg13
Vgg8
(with SG)

Vgg13
Vgg8
(with SGP)

Teacher 75.61 / 74.31 / 74.64 /
Student 73.26 / 69.06 / 70.36 /

KD[7] 72.13± 1.4↓ 75.48± 1.3↑ 68.77± 2.1↓ 71.78± 1.2↑ 69.58± 1.2↓ 72.78± 1.1↓
RKD [18] 71.39± 2.0↓ 74.97± 2.1↑ 68.45± 2.6↓ 70.28± 1.8↑ 69.18± 1.2↓ 71.64± 1.3↑
DIST [9] 72.44± 1.2↓ 74.79± 1.4↑ 68.76± 1.3↓ 71.91± 3.5↑ 69.52± 1.3↓ 71.67± 1.6↑

SRRL [29] 73.16± 1.2↓ 75.16± 3.1↑ 68.45± 1.8↓ 71.23± 2.7↑ 70.16± 1.4↓ 71.78± 2.1↑
CRD [27] 72.18± 1.8↓ 75.61± 1.1↑ 68.66± 2.7↓ 71.57± 3.6↑ 70.11± 1.2↓ 73.62± 2.3↓
ICKD [13] 72.39± 1.2↓ 75.44± 1.6↑ 71.91± 1.5↓ 72.01± 2.1↑ 68.34± 2.7↓ 74.09± 1.3↑

overhaul [6] 71.98± 2.1↓ 75.48± 1.4↓ 71.21± 1.3↓ 71.34± 1.2↑ 69.67± 1.4↓ 73.57± 1.9↑
AT [31] 72.78± 1.1↓ 74.61± 2.3↑ 70.22± 2.7↓ 71.24± 1.8↑ 69.89± 1.5↓ 72.86± 2.1↑

FitNet[19] 72.18± 1.2↓ 73.67± 2.1↑ 68.99± 1.2↓ 71.67± 2.3↑ 69.78± 2.1↓ 72.21± 2.4↑
FSP [30] 72.11± 2.1↓ 73.28± 1.7↑ 70.11± 1.3↓ 71.94± 1.5↑ 69.35± 1.3↓ 71.47± 1.5↑

Figure 5. The images from left to right are original feature vector classification, feature vector classification with original SG, feature
vector classification with purified SG as β = 0.5, and classification with purified SG as β = 0.2.
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