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Supplementary Material

1. Model Architecture
Figure 1 presents the detailed model architecture of E2STR.
We follow the paradigm established by Flamingo [1], where
we perform cross attention between the vision outputs and
the language outputs in each language model layer. The lan-
guage outputs serve as queries and the vision outputs serve
as keys and values. The detailed configures of the vision en-
coder and the language decoder are summarized in Table 1.
For fair comparison, we provide MAERec [2] with the same
language decoder with E2STR-ICL (We name this modifi-
cation as MAERec†). The comparison between MAERec†

and E2STR is shown in Table 2.
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Figure 1. Detailed Model Architecture of E2STR.

Input
Size

Patch
Size Embedding Depth Heads Parameters

Vision
Encoder 32x128 4x4 768 12 12 85M

Language
Decoder - - 768 12 12 125M

Table 1. Model details of E2STR.

MPSC EIST IAM
MAERec 81.81 70.33 70.27
MAERec† 82.00 70.77 70.51

E2STR-ICL 83.64 76.77 74.10

Table 2. Word Accuracy performance comparison between
MAERec [2] and E2STR-ICL. MAERec† refers to MAERec us-
ing the same vision encoder and the same language decoder with
E2STR-ICL.

2. Model Scalability
Table 3 presents the inference time change brought by the
different number of in-context prompts. It is easy to find

that the number of in-context prompts in E2STR is scal-
able. For example, the inference time of E2STR-ICL (where
we select two prompts) is 0.094s. But When expanding the
number of in-context prompts by 7 times (i.e., 16 prompts),
the inference time is only increased by 1.08 times (i.e.,
0.196s).

Prompts 0 1 2 4 8 16
Inference Time (s) 0.071 0.085 0.094 0.113 0.140 0.196

Table 3. Inference time change brought by the different number of
in-context prompts.

Table 4 presents the inference time change brought by
different sizes of the in-context pool. As we can see, when
expanding the pool size by 4 times (i.e., from 100 to 500),
the inference time is only increased by 0.07 times (i.e., from
0.094 to 0.101). As a result, our E2STR-ICL is highly scal-
able in terms of both in-context pool size and the number of
in-context prompts.

Pool Size 100 200 300 400 500
Inference Time (s) 0.094 0.096 0.097 0.099 0.101

Table 4. Inference time change brought by different sizes of the
in-context pool.

Prompt Domain
Non-context MPSC EIST IAM

MPSC 81.26 83.64 83.00 82.96
EIST 69.66 70.30 76.77 70.00
IAM 69.51 72.17 71.70 74.10

Table 5. Performance change brought by the domain variation of
the in-context pool. Bold values denote the best performance in a
row.

3. Model Stability
Table 5 presents how the performance change when vary-
ing the domains of the in-context pool. As we can see, our
E2STR-ICL is stable to the change of the context prompts.
On all three benchmarks, out-of-domain in-context pools
still improve the performance, though the improvement is
lower than in-domain in-context pools. Nevertheless, there
still exists a very slim chance that E2STR-ICL erroneously
rectifies predictions due to misleading prompts. Shown in
Figure 2, when certain areas of the prompt image is highly



Training
GPU Hours MPSC EIST IAM AVG

kNN 415.6 base 81.22 69.78 69.62 73.54
ICL 82.06 70.95 71.00 74.67

ST 131.2 base 81.26 69.66 69.51 73.48
ICL 83.64 76.77 74.10 78.17

Table 6. Comparisons between kNN and our ST-strategy.

similar to the test image but the ground-truth is different,
E2STR-ICL may erroneously rectifies the prediction.
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Figure 2. Examples of erroneous rectification brought by mislead-
ing prompts.

4. Visualization
We provide more examples of the cross attention visualiza-
tion in Figure 3.
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Figure 3. More examples of the cross attention visualization.
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