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1. Why using the inner optimization for the
teacher model.

Applying Bi-Level optimization to the same model (BL
on same) also works well, as shown in the table below.
We employ it in the student-teacher framework (S-T) for
two reasons. First, teachers obtained by Exponential Mov-
ing Average (EMA) often outperform student models [1,3],
providing more accurate pseudo-labels for students and pro-
moting the stability of self-training. Second, most existing
SFDA works are employed based on it, we keep this design
for a fair comparison.

BL on same BL on S-T BL on same + DTST BL on S-T + DTST

GTA → Cityscapes (CS) 55.1 55.6 57.5 58.1
Synthia → CS 53.4 54.1 54.7 55.4
CS → ACDC 47.7 48.1 48.9 49.6

GTA → BDD100k 47.1 47.8 48.7 49.5

2. Does S-T cause bias in bi-level optimization?
We supplement the ablations of querying strategies (Ta-

ble 5) on both implements in the below TABLE. It shows
that retrieving nearest neighbors (Qlayout + Qstyle) brings
significant improvements on both ’S-T model’ and ’same
model’ implementations. This verifies that domain factors
are the main factors causing bias in Bi-level optimization
instead of using S-T model.

BL on same model BL on S-T
Query method GTA → CS CS → ACDC GTA → CS CS → ACDC

Random 53.5 43.4 54.8 44.7
Qlayout 54.9 44.2 55.3 44.9
Qstyle 54.4 47.1 55.6 47.5

Qlayout +Qstyle 55.1 47.7 55.6 48.1

3. Whether using multiple inner loops with
multiple neighbors are useful?

In principle, using multi-step inner loops with multiple
neighbors will indeed lead to more stable gradient opti-

mization. However, the computational overhead of multi-
step optimization is too high and difficult to accept in ac-
tual training. We show (Table 1) that using “multi-step in-
ner loops” obtains very similar results as “one-step one”,
but significantly increases the training time. In addition,
we show that replacing our “retrieving nearest neighbors”
by “random neighbors” clearly reduces the performance for
“multi-step inner loops”. These results indicate that 1) one-
step inner loop is sufficient for our method and that 2) our
“retrieving nearest neighbors” is important and saves a lot
of training time compared to the “random one”. Therefore,
retrieving nearest neighbors is an effective way to eliminate
bi-level optimization bias under limited iterations and ac-
ceptable cost.

0-step 1-step 2-step 3-step random 3-step

Ours (mIoU %) 50.5 55.6 56.1 56.4 53.5
Training Time (hours) 12.5 18.4 36.7 70.5 70.1

Ours + DTST (mIoU %) 54.4 58.1 58.3 58.6 56.5
Training Time (hours) 13.1 20.5 40.9 80.5 79.9

Table 1. The impact of the number of inner loops on performance
and time-consuming in GTA → Cityscapes task.

4. Whether the estimated ω∗ in the current it-
eration can be used as initialization for the
next optimization? And is there any other
manner?

We further implement the predicted probabilities as ini-
tial values for ω. The Table below shows that using the
last ω∗ achieves largely lower results than ours and the
probability-based variant. The main reason is: ω measures
the status of the current pseudo-labels. When the model
optimizes that sample again, it has been updated multiple
times, so its pseudo-labels undergo significant changes. It
results in the last ω∗ not matching with the current pseudo-
labels at all.
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Last ω All Ones (Ours) Probability

GTA → Cityscapes 52.1 55.6 55.2
Cityscapes → ACDC 45.1 48.1 47.7

5. Work on both CNN and Transformer.
In the table below, we add the results of using the Seg-

former [2], indicating that our method consistently im-
proves the performance on both CNN and Transformer.

Segformer

Source DTST Ours

GTA → Cityscapes 52.6 60.7 62.9
Cityscapes → ACDC 47.7 50.2 51.6
GTA → BDD100k 47.1 51.6 53.7

6. Detailed weather results on Cityscapes →
ACDC.

Fog Night Rain Snow mIoU

DTST [3] 56.1 32.1 46.7 46.9 45.4
SND 57.2 34.1 51.3 49.8 48.1

DTST+SND 60.1 34.5 53.6 51.6 49.6
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