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Abstract

LiDAR semantic segmentation (LSS) is a critical task in
autonomous driving and has achieved promising progress.
However, prior LSS methods are conventionally investi-
gated and evaluated on datasets within the same domain
in clear weather. The robustness of LSS models in un-
seen scenes and all weather conditions is crucial for ensur-
ing safety and reliability in real applications. To this end,
we propose UniMix, a universal method that enhances the
adaptability and generalizability of LSS models. UniMix
first leverages physically valid adverse weather simulation
to construct a Bridge Domain, which serves to bridge the
domain gap between the clear weather scenes and the ad-
verse weather scenes. Then, a Universal Mixing operator
is defined regarding spatial, intensity, and semantic distri-
butions to create the intermediate domain with mixed sam-
ples from given domains. Integrating the proposed two tech-
niques into a teacher-student framework, UniMix efficiently
mitigates the domain gap and enables LSS models to learn
weather-robust and domain-invariant representations. We
devote UniMix to two main setups: 1) unsupervised do-
main adaption, adapting the model from the clear weather
source domain to the adverse weather target domain; 2)
domain generalization, learning a model that generalizes
well to unseen scenes in adverse weather. Extensive exper-
iments validate the effectiveness of UniMix across different
tasks and datasets, all achieving superior performance over
state-of-the-art methods. The code will be released.

1. Introduction
LiDAR semantic segmentation (LSS) is a fundamental task
of 3D scene understanding for autonomous driving, aiming
to assign a semantic label for each 3D point. The progress
in deep learning techniques, coupled with the availability
of large-scale datasets, has propelled LSS methods to de-
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Figure 1. UniMix outperforms SOTA methods in both UDA and
DG tasks, using SemanticKITTI [2] as the source and Semantic-
STF [49] in all four weather conditions as the target.

liver promising results. However, traditional LSS models
are typically trained and evaluated using data collected in
clear weather conditions, assuming a consistent domain and
lacking domain adaptive and generalizable ability. This lim-
itation poses challenges in real-world applications where
autonomous driving systems encounter diverse scenes and
weather conditions, each characterized by distinct data dis-
tributions. Adverse weather, in particular, introduces varia-
tions in the spatial positions, intensity values, and semantic
distributions of LiDAR point clouds [9, 29]. Models trained
in ideal conditions often perform inadequately in adverse
weather scenarios [49]. Therefore, the robust handling of
unseen scenes in diverse weather is essential for ensuring
the reliability and safety of autonomous driving.

While domain adaptation and generalization techniques
have proven effective in 2D semantic segmentation [4, 12,
27], their application in LSS has primarily focused on
adapting or generalizing between synthetic and real scenes
or across different real-world scenes [35, 36]. This leaves a
gap in the exploration for handling unseen scenes in adverse
weather. To be specific, the domain discrepancy arises from
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significant semantic distribution variations between datasets
captured in different scenes, such as structural layout differ-
ences in various cities. Furthermore, adverse weather intro-
duces spatial noise and impacts point cloud reflection inten-
sity, resulting in shifts in data distribution—another form of
domain discrepancy. The coexistence of these dual sources
of domain discrepancy presents formidable challenges for
adapting and generalizing existing LSS models.

To address these challenges, we introduce UniMix, a
universal approach for learning weather-robust and domain-
invariant representations, enabling the adaptation and gen-
eralization of LSS models from clear to adverse weather
scenes. UniMix is structured as a two-stage framework,
consisting of Source-to-Bridge and Bridge-to-Target stages,
grounded in the well-established teacher-student frame-
work [22, 35, 36]. First, we construct a Bridge Domain
through physically realistic weather simulation on source
domain data, generating data with the same scene charac-
teristics but in diverse adverse weather conditions. We then
introduce a Universal Mixing operator that blends point
clouds from two given domains through spatial, intensity,
and semantic mixing. These two techniques significantly
mitigate the domain gap and enhance scene diversity during
model training, thereby improving the model’s adaptabil-
ity and generalizability. Specifically, in the first Source-
to-Bridge stage, even without access to target data, the
model learns weather-robust representations from the mixed
source and Bridge Domain data via Universal Mixing, en-
abling effective generalization to unseen adverse weather
conditions. In the second Bridge-to-Target stage, with ac-
cess to target data, the model further adapts to the target
domain and learns domain-invariant representations from
the mixed Bridge Domain and target domain data. UniMix
thus offers a versatile solution and can be devoted to two
tasks: 1) unsupervised domain adaptation (UDA) and 2) do-
main generalization (DG), boosting the performance of LSS
models across diverse weather conditions and scenes.

We conduct a thorough evaluation of UniMix on both
UDA and DG tasks. We employ large-scale public LiDAR
segmentation benchmarks, utilizing SemanticKITTI [2] and
SynLiDAR [48] as the source datasets and SemanticSTF
[49] as the target dataset. As shown in Fig. 1, experi-
mental results for both tasks demonstrate UniMix’s efficacy
in mitigating the complex domain gap arising from diverse
scenes and adverse weather conditions, surpassing the per-
formance of state-of-the-art (SOTA) methods. Furthermore,
we present comprehensive analysis and ablation studies on
its key components to validate their effectiveness.

In summary, our contributions are as follows:
• We propose UniMix, a universal method that enhances

the adaptability and generalizability of LSS models to un-
seen adverse-weather scenes.

• We construct a Bridge Domain through physically realis-

tic weather simulation, bridging the gap between the clear
weather scenes and the adverse weather scenes.

• We present Universal Mixing, which generates diverse in-
termediate point clouds from given domains to mitigate
domain gaps caused by different scenes and weather.

• UniMix shows its effectiveness and achieves state-of-the-
art performance in both UDA and DG tasks.

2. Related Work
LiDAR Semantic Segmentation refers to predicting se-
mantic labels for each 3D point in LiDAR point clouds.
It has been extensively investigated in existing approaches
with various network architectures and from different per-
spectives. Approaches can be categorized into point-based
(directly handling irregular point cloud data using MLPs
[31, 32], convolution networks [25, 26, 39, 41], and trans-
formers [10, 15]), 2D projection-based (saving computation
costs by projecting points to range-view images [7, 28, 44,
45] or bird’s-eye-view [54]), and voxel-based (representing
point clouds as 3D voxels for employing dense 3D convo-
lutions [30, 46] or sparse convolutions [6, 13]).

Unsupervised Domain Adaptation aims to transfer
knowledge to address domain shift between a labeled source
domain and an unlabeled target domain. In the field of LSS,
some approaches [21, 34, 45, 56] project point clouds to
2D images, leveraging established UDA techniques for 2D
semantic segmentation. Alternatively, some methods per-
form direct domain transfer in 3D space through canoni-
cal domain construction [51], domain mapping [23, 48], or
domain mixing [36]. Notably, CoSMix [36] utilizes point
cloud mixing by assembling semantic patches from differ-
ent domains, demonstrating the efficacy of domain mix-
ing. While these UDA methods make strides in real-to-real
and synthetic-to-real adaptation tasks, none specifically ad-
dresses clear-to-adverse weather adaptation, which is cru-
cial for mitigating adverse weather effects in real-world ap-
plications. Our method is tailored for domain adaptation
and generalization to unseen scenes in adverse weather.

Domain Generalization seeks to train a model using
only source domain data that can generalize well to unseen
target domains. In the 2D vision domain, it has been exten-
sively investigated in previous research [1, 5, 24, 55, 57]. To
address domain shift in 3D scene understanding within LSS,
some DG methods have been proposed recently. Kim et al.
[20] present a single-domain generalization method that en-
forces consistency between the source and augmented do-
main, generalizing from a source domain to a target domain
with distinct LiDAR configuration and scenes. LiDOG [37]
augments the learning network to be robust to sensor place-
ment shifts and resolutions by incorporating an auxiliary
BEV segmentation branch. While these methods prove ef-
fective in synthetic-to-real and real-to-real generalization,
they focus on clear weather conditions. Xiao et al. [49] ex-
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plore adverse weather generalization by creating additional
augmented point cloud views to train the model for learn-
ing perturbation-invariant representations. Our method also
targets learning weather-robust and domain-invariant repre-
sentations and universally addresses domain adaptation and
generalization to adverse weather scenes.

3D Perception in Adverse Conditions has gained sig-
nificant attention among both academic and industrial re-
searchers [8, 9, 58] due to its practical significance. Syn-
thetic data exploration in adverse weather conditions, such
as fog and snowfall, has been conducted by Kilic et al. [19]
and Hahner et al. [16, 17], who propose robust 3D object
detection methods. For real data investigations, Bijelic et al.
[3] introduce the STF dataset, a large multimodal dataset for
3D object detection in adverse weather, along with a fusion-
based model. SemanticSTF [49] extends STF [3] with ad-
ditional semantic labels, facilitating the study of LiDAR se-
mantic segmentation in adverse conditions. In this study,
we adopt SemanticSTF as the target domain for the domain
adaptation and generalization experiments.

3. Method
UniMix offers a universal approach to robust 3D represen-
tation learning for LiDAR semantic segmentation. It ad-
dresses domain discrepancies between clear and adverse
weather conditions, serving both domain adaptation and
generalization tasks. Specifically, two types of domain gaps
between source and target domains are considered: scene-
level and weather-level. To this end, we first introduce a
Bridge Domain through physically valid weather condition
simulation on source data (Sec. 3.1). Then, we present a
Universal Mixing operator to comprehensively blend points
across domains, enriching point cloud data in different spa-
tial, intensity, and semantic distributions (Sec. 3.2). Utiliz-
ing a teacher-student framework [35], UniMix proves ef-
fective for both UDA and DG tasks. The overall pipeline is
outlined in Fig. 2 and Algo. 1 (Sec. 3.3).

3.1. Bridge Domain Generation

Effect of Adverse Weather. Previous studies have shown
that adverse weather significantly impacts active pulsed sys-
tems like LiDAR and hinders the performance of tradi-
tional perception models [8, 58]. In adverse weather such
as fog, rain, and snow, airborne particles interact with the
laser beam, absorbing, reflecting, or refracting its photons
[9, 16, 17]. This interaction notably affects the intensity
values, point count, spatial allocations, and semantic distri-
butions of point clouds. To address this, we propose cre-
ating a Bridge Domain by weather simulation to help train
adaptive and generalizable LSS models for adverse weather.
Bridge Domain. According to prior studies [16, 17, 33],
the LiDAR system can be represented using a linear model
for the received signal power. For non-elastic scattering, the
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Figure 2. The overall pipeline of UniMix. In the first stage
(top part), the clear-weather source domain Sc and the simulated
adverse-weather Bridge Domain Ba are taken as input to gener-
ate the intermediate domain {PSc→Ba , PBa→Sc} via Universal
Mixing, and the student network is trained under the supervision
of Lstage1. In the second stage (bottom part), the Bridge Do-
main and adverse-weather target domain Ta are utilized to gener-
ate the intermediate domain {PBa→Ta , PTa→Ba} via Universal
Mixing, and the student network is trained under the supervision
of Lstage2. The teacher is leveraged to produce pseudo labels and
is updated via EMA [40] of the student’s weights.

range-dependent received power PR is modeled as the time-
wise convolution of the time-dependent transmitted signal
power PT and the optical system’s impulse response H:

PR(R) = CA

∫ 2R/c

0

PT (t)H

(
R− ct

2

)
dt, (1)

where R is the object distance, c is the speed of light and
CA is a system constant independent of time t and range.

In challenging weather, adverse conditions affect laser
pulse H due to scattering caused by rain, fog, and
snowflakes, each with distinct properties [14, 33], e.g., rain
and fog consist of small water droplets and snowflakes con-
tain ice crystals with varying densities. These scatterers,
modeled as a statistical distribution of reflective spherical
objects with varying diameters, attenuate the original power
reflectance from solid objects. In this study, we adopt phys-
ically valid weather simulation methods [16, 17] to simulate
scatterers in the air and the wet ground effect. Specifically,
we consider four frequent weather conditions in real life —
dense fog, light fog, snow, and rain. Simulating these con-
ditions for each scene in the source domain constructs the
Bridge Domain, incorporating both the scene characteristics
of the source domain and the weather features of the target
domain. This process can be formulated as:

Ba = (PBa , Y Ba) = Ω(PSc , Y Sc). (2)

Here, we use Ω to denote the overall weather simulation.
The subscripts c and a denote clear weather and adverse
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Figure 3. Visualization of point clouds in the source domain,
Bridge Domain, and target domain. The Bridge and target domain
are in light fog weather. Better viewed with zoom-in and in color.

weather, respectively. Sc denotes the source domain while
Ba denotes the generated Bridge Domain. P and Y denote
the point clouds and corresponding labels, respectively. We
visualize the comparison of point clouds in the source do-
main, Bridge Domain, and target domain in Fig. 3. The
Bridge Domain keeps the scene characteristic of the source
domain while integrating the weather disturbance (fog par-
ticles in blue) encountered in the target domain. More
weather simulation effects can be found in the Appendix.

3.2. Universal Mixing

Since point cloud mixing techniques have been proven ef-
fective in various LSS settings before, including CoSMix
(synthetic-to-real adaptation), PolarMix (data augmenta-
tion), and LaserMix (Semi-supervised LSS), we further dig
into point cloud sample mixing according to the impact
from diverse weather conditions. In our specific clear-to-
adverse scenario, we conduct point cloud mixing regarding
spatial, intensity, and semantic distributions to enrich the di-
versity of mixed intermediate point clouds and help models
learn weather-robust and domain-invariant representations.

Let P ∈ RN×4 denote a LiDAR point cloud with N
points whose label is represented by Y . Each point pi can
be expressed as (xi, yi, zi, Ii), where (xi, yi, zi) is the 3D
Cartesian coordinate of the point and Ii is its intensity value
received from the laser scanner. Given a source domain
S = (PS , Y S) and a target domain T = (PT , Y T ), we de-
fine a Universal Mixing operator Ψ to create an intermediate
domain by blending the samples from the two domains:

Ψ(S, T ) = (S ⊙ (1−MS)) c (T ⊙MT ), (3)

where MS ∈ {MⓈ
S | Ⓢ = { Sp , In , Se}} and MT ∈

{MⓈ
T | Ⓢ = { Sp , In , Se}} represent binary masks indi-

cating where to select from source and target point cloud.
Sp , In , Se denote different sampling operators, i.e., spatial
mixing, intensity mixing, and semantic mixing. 1 is a bi-
nary mask filled with ones, ⊙ denotes Hadamard product,
and c represents point cloud concatenation. After bidirec-
tionally applying the Universal Mixing operator (denoted

as
⇌
Ψ) to the source data and target data, we can obtain the
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Figure 4. Illustration of different sample mixing methods, includ-
ing spatial mixing, intensity mixing, and semantic mixing.

mixed intermediate domain data and labels as follows:

PS→T , PT→S =
⇌
Ψ(PS , PT ),

Y S→T , Y T→S =
⇌
Ψ(Y S , Y T ).

(4)

Spatial Mixing. For spatial mixing, we adopt a Cylin-
der coordinate-based partition to both source and target Li-
DAR point clouds. We first transform the Cartesian coor-
dinates (x, y, z) of the 3D points to the Cylinder coordi-
nate (ρ, θ, z), where the radius ρ =

√
(x2 + y2) is the ra-

dial distance from the point to the z-axis and the azimuth
θ = tan−1(y/x) is the angle from x-axis to y-axis in-
dicating the rotation angle in the sensor horizontal plane.
Then, the point clouds can be split into a series of non-
overlapping spaces along the three dimensions, as shown in
Fig. 4 (top). For the convenience of exchanging points, we
normalize the Cylinder coordinates of two LiDAR scans to
obtain the same partition spaces. The spatial mixing mask
can be obtained by dividing the intervals on three coordi-
nate axes: M Sp = {(ρh < ρ < (ρh + ∆ρ)) ∩ (θi < θ <
(θi +∆θ)) ∩ (zj < z < (zj +∆z))}. Here, ∆ρ, ∆θ, and
∆z are preset intervals along three dimensions. ρh, θi, and
zj are randomly picked coordinate values within the corre-
sponding valid ranges. Points covered by the masks will be
cut out from the source point cloud and supplemented with
the cut from the target points, and vice versa. The labels of
the point clouds are sampled and mixed in the same way.
Intensity Mixing. For intensity mixing, we conduct the
point cloud partition according to the intensity values of 3D
points. We first normalize the intensities to the range of
[0, 1]. Then, the intensity mixing mask is obtained by di-
viding the intensity values into different partitions: M In =
{Im < Ii < Im+∆I}. Here, ∆I is a preset intensity inter-
val and Im is a randomly picked intensity value within the
valid range. As shown in Fig. 4 (middle), the points cov-
ered by the masks in both the source and target point clouds
(along with their labels) will be cut out and exchanged, al-
leviating the domain shift caused by intensity variations.
Semantic Mixing. Following CosMix [36], we also con-
duct semantic mixing which randomly selects a subset of
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Algorithm 1 The Pipeline of UniMix for DG and UDA.

1: Input: Shuffled labeled source data (PSc , Y Sc ), Shuffled unlabeled
target data PTa , weather simulation generator Ω, Universal Mixing

operator
⇌
Ψ. Student net Φs

1 ,Φ
s
2 and Teacher net Φt

1 ,Φ
t
2 , and train-

ing epochs E1, E2, for training stage1 and stage2, respectively.
2: for e = 1 to E1 do
3: Ba = (PBa , Y Ba ) = Ω(PSc , Y Sc ) ▷ Bridge domain

PSc→Ba , PBa→Sc =
⇌
Ψ(PSc , PBa ) ▷ Data mixing

4: Ŷ Ba = Φt
1 (PBa ) ▷ Pseudo-label gen.

Y Sc→Ba , Y Ba→Sc =
⇌
Ψ(Y Sc , Ŷ Ba ) ▷ Label mixing

5: Ȳ Sc→Ba = Φs
1

(
PSc→Ba ) ▷ Student training stage1

6: Ȳ Ba→Sc = Φs
1

(
PBa→Sc ) ▷ Student training stage1

7: LSc→Ba = DiceLoss(Ȳ Sc→Ba , Y Sc→Ba ) ▷ Stage1 loss
8: LBa→Sc = DiceLoss(Ȳ Ba→Sc , Y Ba→Sc ) ▷ Stage1 loss
9: Lstage1 = LSc→Ba + LBa→Sc ▷ Stage1 overall loss

10: Backward(Lstage1), Update(Φs
1 ), UpdateEMA(Φt

1 )
11: end for
12: if DG then
13: Pred = Φs

1 (Ta) ▷ Evaluation of DG
14: else if UDA then
15: for e = 1 to E2 do
16: PBa→Ta , PTa→Ba =

⇌
Ψ(PSa , PTa ) ▷ Data mixing

17: Ŷ Ta = Φt
2 (PTa ) ▷ Pseudo-label gen.

Y Ba→Ta , Y Ta→Ba =
⇌
Ψ(Y Sa , Ŷ Ta ) ▷ Label mixing

18: Ȳ Ba→Ta = Φs
2

(
PBa→Ta ) ▷ Student training stage2

19: Ȳ Ta→Ba = Φs
2

(
PTa→Ba ) ▷ Student training stage2

20: LBa→Ta = DiceLoss(Ȳ Ba→Ta , Y Ba→Ta ) ▷ Stage2 loss
21: LTa→Ba = DiceLoss(Ȳ Ta→Ba , Y Ta→Ba ) ▷ Stage2 loss
22: Lstage2 = LBa→Ta + LTa→Ba ▷ Stage2 overall loss
23: Backward(Lstage2), Update(Φs

2 ), UpdateEMA(Φt
2 )

24: end for
25: Pred = Φs

2 (Ta) ▷ Evaluation of UDA
26: end if

semantic patches and their labels from the source and tar-
get point clouds and exchanges them with each other. For-
mally, M Se = {yi ∈ {C}}. Here, yi is the ground truth
(or pseudo) semantic label of point pi, and C is the ran-
domly selected semantic category set. By selecting points
from various categories, the mixed point clouds have dif-
ferent semantic distributions with diverse contexts of both
domain samples, as shown in Fig. 4 (bottom).

We employ Universal Mixing in both stages to gener-
ate the intermediate domains: {PSc→Ba , PBa→Sc} and
{PBa→Ta , PTa→Ba}, as shown in Fig. 2. The intermedi-
ate domains comprehensively blend point clouds across do-
mains, which can be utilized to mitigate the domain shift for
training domain adaptive and generalizable models.

3.3. Overall Pipeline

The overall architecture is illustrated in Fig. 2 and the de-
tails are summarized in Algo. 1. We adopt the teacher-
student framework and form a two-stage training pipeline
for handling the UDA and DG tasks universally. In each
stage, the teacher network is used for producing pseudo-
labels for the target data before label mixing and is updated

via the exponential moving average (EMA) of the student’s
weights. As shown in Fig. 2, the intermediate domain data
{PSc→Ba , PBa→Sc} and their labels {Y Sc→Ba , Y Ba→Sc}
mixed from the clear-weather source domain (PSc , Y Sc)
and the generated Bridge Domain with predicted pseudo-
label (PSa , Ŷ Sa) are fed into the student network Φs

1 to
obtain the predictions {Ȳ Sc→Ba , Ȳ Ba→Sc}. The Dice
segmentation loss [18] is adopted to update the learnable
weights of the student network Φs

1 :

LSc→Ba = DiceLoss(Ȳ Sc→Ba , Y Sc→Ba),

LBa→Sc = DiceLoss(Ȳ Ba→Sc , Y Ba→Sc),

Lstage1 = LSc→Ba + LBa→Sc .

(5)

Here, Lstage1 is the overall loss for the first stage of train-
ing. Since the data in the adverse weather target domain is
inaccessible in the first stage, the student network after the
first stage of training can be evaluated on the DG task.

For handling the UDA task, the framework subsequently
forwards to the second stage i.e., Bridge-to-Target adapta-
tion, where the Bridge Domain Ba serves the source do-
main to adapt to the adverse-weather target domain Ta.
Similar to the first stage, the teacher network is utilized
to produce the pseudo-label for the target domain. The
mixed intermediate domain data {PBa→Ta , PTa→Ba} and
labels {Y Ba→Ta , Y Ta→Ba} are obtained through Univer-
sal Mixing. The student network Φs

2 generates the predic-
tions {Ȳ Ba→Ta , Ȳ Ta→Ba} and is trained by minimizing the
loss Lstage2 = LBa→Ta + LTa→Ba . Lstage2 is similar as
Lstage1, changing the Source-to-Bridge to Bridge-to-Target
domain adaptation, as shown in Algo. 1. Thus, the student
network can be used for evaluation on the UDA task after
training. Implementation details can be found in Appendix.

4. Experiments
We evaluate the adaptive and generalizable ability of
UniMix for adverse weather conditions in two tasks, i.e.,
UDA and DG. For each task, we adopt two bench-
mark settings, i.e., SemantiKITTI→SemanticSTF and
SynLiDAR→SemanticSTF, where the clear weather real
dataset SemanticKITTI [2] and synthetic dataset SynLi-
DAR [48] are used as the source domain to adapt or general-
ize to the adverse-weather target domain SemanticSTF [49],
respectively. To further demonstrate the adaptation ability
for the synthetic-to-real UDA scenario in clear weather, we
also evaluate UniMix in the SynLiDAR→SemantiKITTI
setting. In addition, we employ Universal Mixing for data
augmentation to evaluate its impact on increasing the per-
formance of supervised LSS models on the source domain.

4.1. Datasets and Metrics

Datasets. SemanticKITTI [2] is a large-scale LiDAR se-
mantic segmentation dataset, extended from the KITTI Vi-
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Oracle 89.4 42.1 0.0 59.9 61.2 69.6 39.0 0.0 82.2 21.5 58.2 45.6 86.1 63.6 80.2 52.0 77.6 50.1 61.7 54.7

SemanticKITTI→SemanticSTF

Source-only 55.9 0.0 0.2 1.9 10.9 10.3 6.0 0.0 61.2 10.9 32.0 0.0 67.9 41.6 49.8 27.9 40.8 29.6 17.5 24.4
ADDA [42] 65.6 0.0 0.0 21.0 1.3 2.8 1.3 16.7 64.7 1.2 35.4 0.0 66.5 41.8 57.2 32.6 42.2 23.3 26.4 26.3
Ent-Min [43] 69.2 0.0 10.1 31.0 5.3 2.8 2.6 0.0 65.9 2.6 35.7 0.0 72.5 42.8 52.4 32.5 44.7 24.7 21.1 27.2
Self-training [59] 71.5 0.0 10.3 33.1 7.4 5.9 1.3 0.0 65.1 6.5 36.6 0.0 67.8 41.3 51.7 32.9 42.9 25.1 25.0 27.6
CoSMix [36] 65.0 1.7 22.1 25.2 7.7 33.2 0.0 0.0 64.7 11.5 31.1 0.9 62.5 37.8 44.6 30.5 41.1 30.9 28.6 28.4
UniMix 75.3 0.9 44.9 11.7 13.6 38.2 50.3 31.9 71.1 15.0 46.4 6.5 74.3 51.0 49.8 36.8 34.4 25.5 28.9 37.2

SynLiDAR→SemanticSTF

Source-only 27.1 3.0 0.6 15.8 0.1 25.2 1.8 5.6 23.9 0.3 14.6 0.6 36.3 19.9 37.9 17.9 41.8 9.5 2.3 15.0
ADDA [42] 55.8 0.0 3.6 26.1 1.3 25.2 7.5 9.9 17.2 23.4 4.4 0.9 43.9 18.4 45.2 21.8 33.6 28.0 19.7 20.3
Ent-Min [43] 48.3 0.1 5.6 28.7 0.1 23.3 2.5 19.8 19.3 6.7 22.6 1.4 46.9 20.7 43.2 25.2 34.1 26.0 22.2 20.9
Self-training [59] 50.6 0.0 6.1 31.0 0.5 26.0 4.8 12.0 20.7 4.6 23.5 1.5 45.3 19.5 44.6 25.0 35.1 29.2 20.8 21.1
CoSMix [36] 51.5 0.2 5.0 28.1 0.0 26.5 17.0 9.9 20.2 3.6 24.6 2.2 52.6 20.6 47.5 24.3 34.6 28.2 24.1 22.1
UniMix 73.6 0.0 7.9 26.9 2.9 29.1 13.7 21.8 38.0 8.0 26.3 3.4 56.0 21.2 56.1 29.6 38.0 28.2 26.5 26.7

Table 1. Comparison of SOTA domain adaptation methods on SemanticKITTI→SemanticSTF and SynLiDAR→SemanticSTF. Se-
manticKITTI and SynLiDAR serve as the source domain while SemanticSTF with all four weather conditions serves as the target domain.
Our UniMix achieves the best gain of 12.8 and 11.7 mIoU over the source-only model in two benchmarks.

sual Odometry benchmark [11]. It covers a wide range of
real-world urban scenes captured in German and provides
point-wise annotations over 19 semantic categories. We
use sequences 00-07 and 09-10 for training and sequence
08 as validation following the official protocol. SynLi-
DAR [48] is a large-scale synthetic LiDAR semantic seg-
mentation dataset, containing virtual urban cities, suburban
towns, neighborhoods, and harbor scenes. It provides point-
wise annotations over 32 semantic categories. Following
the command practice [35, 36, 48, 49], we use 19,840 point
clouds for training and 1,976 for validation. SemanticSTF
[49] is an adverse-weather point cloud semantic segmen-
tation dataset that provides point-wise annotations over 21
semantic categories. It contains 2,076 scans from the STF
dataset [3] that cover various adverse weather conditions in-
cluding 637 dense fog, 631 light fog, and 114 rain and 694
snow scenes. We follow the official protocol using 1,326
scans for training, and 250 for validation.
Metrics. We adopt the evaluation metrics of Intersection
over the Union (IoU) for each segmentation class and the
mean IoU (mIoU) over all classes. Note that since the label
set of SemanticSTF is the same as SemanticKITTI, we map
the labels in all the datasets to the 19 common classes of
SemanticKITTI following the common practice.

4.2. UniMix for Unsupervised Domain Adaptation

Setup. In the UDA task, we evaluate UniMix on two bench-
marks: SemantiKITTI→SemanticSTF and SynLiDAR→
SemanticSTF. We compare UniMix with four representative
UDA approaches including ADDA [42], entropy minimiza-
tion (Ent-Min) [43], Self-training [59], and CoSMix [36].
For a fair comparison, all these methods are trained using
the MinkowskiNet [6] as the 3D segmentation backbone.
Performance. As shown in Table 1, we take the whole Se-
manticSTF dataset (including all adverse weather scenes) as

the target domain to show the performance of UDA meth-
ods on the validation set, adapting the model from the Se-
manticKITTI source (top part) and SynLiDAR source (bot-
tom part), respectively. The results of the Oracle model
and the Source-only model are the upper bound and lower
bound for each adaptation scenario. All UDA methods
achieve superior performance than the source-only model
in both benchmarks. Our UniMix achieves the best gain
of 12.8 mIoU for SemantiKITTI→SemanticSTF adaptation
and 11.7 mIoU for SynLiDAR→SemanticSTF adaption,
with an improvement of 8.8 mIoU and 4.6 mIoU over the
SOTA synthetic-to-real adaptation method CoSMix [36].
Additionally, the results indicate that the adaptation from a
synthetic dataset is more difficult for all UDA methods than
that from a real dataset, which may be attributed to the addi-
tional domain shift between synthetic and real-world data.

4.3. UniMix for Domain Generalization

Setup. Different from the UDA setting, the target do-
main is supposed to be inaccessible during training for DG.
Following PointDR [49], we compare UniMix with three
augmentation-based methods (i.e., Dropout [38], Noise
perturbation, PolarMix [47]) and two representative 2D
DG methods (i.e., MMD [24] and PCL [50]). We eval-
uate the methods on two benchmarks: SemantiKITTI
→SemanticSTF and SynLiDAR→SemanticSTF.
Performance. In Table 2, we present the generaliza-
tion results of different methods on the two benchmarks.
Source-only model is trained on the source SemanticKITTI
or SynLiDAR dataset without applying any generaliza-
tion techniques. It performs very poorly in the adverse-
weather target domain, due to the large domain gap. The
augmentation-based methods and 2D DG methods improve
the performance over the Source-only baseline but the
gains are very limited in the range of 1.3-2.5 mIoU for
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Oracle 89.4 42.1 0.0 59.9 61.2 69.6 39.0 0.0 82.2 21.5 58.2 45.6 86.1 63.6 80.2 52.0 77.6 50.1 61.7 51.9 54.6 57.9 53.7 54.7

SemanticKITTI→SemanticSTF

Source-only 55.9 0.0 0.2 1.9 10.9 10.3 6.0 0.0 61.2 10.9 32.0 0.0 67.9 41.6 49.8 27.9 40.8 29.6 17.5 29.5 26.0 28.4 21.4 24.4
Dropout [38] 62.1 0.0 15.5 3.0 11.5 5.4 2.0 0.0 58.4 12.8 26.7 1.1 72.1 43.6 52.9 34.2 43.5 28.4 15.5 29.3 25.6 29.4 24.8 25.7
Perturbation [49] 74.4 0.0 0.0 23.3 0.6 19.7 0.0 0.0 60.3 10.8 33.9 0.7 72.0 45.2 58.7 17.5 42.4 22.1 9.7 26.3 27.8 30.0 24.5 25.9
PolarMix [47] 57.8 1.8 3.8 16.7 3.7 26.5 0.0 2.0 65.7 2.9 32.5 0.3 71.0 48.7 53.8 20.5 45.4 25.9 15.8 29.7 25.0 28.6 25.6 26.0
MMD [24] 63.6 0.0 2.6 0.1 11.4 28.1 0.0 0.0 67.0 14.1 37.9 0.3 67.3 41.2 57.1 27.4 47.9 28.2 16.2 30.4 28.1 32.8 25.2 26.9
PCL [50] 65.9 0.0 0.0 17.7 0.4 8.4 0.0 0.0 59.6 12.0 35.0 1.6 74.0 47.5 60.7 15.8 48.9 26.1 27.5 28.9 27.6 30.1 24.6 26.4
PointDR [49] 67.3 0.0 4.5 19.6 9.0 18.8 2.7 0.0 62.6 12.9 38.1 0.6 73.3 43.8 56.4 32.2 45.7 28.7 27.4 31.3 29.7 31.9 26.2 28.6
UniMix 82.7 6.6 8.6 4.5 15.1 35.5 15.5 37.7 55.8 10.2 36.2 1.3 72.8 40.1 49.1 33.4 34.9 23.5 33.5 34.8 30.2 34.9 30.9 31.4

SynLiDAR→SemanticSTF

Source-only 27.1 3.0 0.6 15.8 0.1 25.2 1.8 5.6 23.9 0.3 14.6 0.6 36.3 19.9 37.9 17.9 41.8 9.5 2.3 16.9 17.2 17.2 11.9 15.0
Dropout [38] 28.0 3.0 1.4 9.6 0.0 17.1 0.8 0.7 34.2 6.8 19.1 0.1 35.5 19.1 42.3 17.6 36.0 14.0 2.8 15.3 16.6 20.4 14.0 15.2
Perturbation [49] 27.1 2.3 2.3 16.0 0.1 23.7 1.2 4.0 27.0 3.6 16.2 0.8 29.2 16.7 35.3 22.7 38.3 17.9 5.1 16.3 16.7 19.3 13.4 15.2
PolarMix [47] 39.2 1.1 1.2 8.3 1.5 17.8 0.8 0.7 23.3 1.3 17.5 0.4 45.2 24.8 46.2 20.1 38.7 7.6 1.9 16.1 15.5 19.2 15.6 15.7
MMD [24] 25.5 2.3 2.1 13.2 0.7 22.1 1.4 7.5 30.8 0.4 17.6 0.2 30.9 19.7 37.6 19.3 43.5 9.9 2.6 17.3 16.3 20.0 12.7 15.1
PCL [50] 30.9 0.8 1.4 10.0 0.4 23.3 4.0 7.9 28.5 1.3 17.7 1.2 39.4 18.5 40.0 16.0 38.6 12.1 2.3 17.8 16.7 19.3 14.1 15.5
PointDR [49] 37.8 2.5 2.4 23.6 0.1 26.3 2.2 3.3 27.9 7.7 17.5 0.5 47.6 25.3 45.7 21.0 37.5 17.9 5.5 19.5 19.9 21.1 16.9 18.5
UniMix 65.4 0.1 3.9 16.9 5.3 32.3 2.0 19.3 52.1 5.0 27.3 3.0 49.4 20.3 58.5 22.7 23.2 26.9 10.4 24.3 22.9 26.1 20.9 23.4

Table 2. Comparison of SOTA domain generalization methods on SemanticKITTI→SemanticSTF and SynLiDAR→SemanticSTF.

Bridge UDA mIoU DG mIoU
Domain D-fog L-fog Rain Snow All D-fog L-fog Rain Snow All

None 39.8 31.6 35.3 29.7 31.6 29.5 26.0 28.4 21.4 24.4
L-fog 38.2 32.0 37.9 31.0 34.3 32.6 28.1 29.6 22.1 27.1
D-fog 40.0 33.0 38.4 31.3 34.7 33.7 26.4 29.4 22.5 27.5
Rain 40.2 31.9 39.3 31.5 34.9 34.5 25.9 32.9 23.2 28.1
Snow 39.5 32.5 37.3 31.6 35.5 31.8 28.7 32.9 24.5 28.4

Mixed-fog 40.3 33.3 38.7 32.2 36.3 35.7 26.8 32.5 23.5 29.7

All 40.2 34.0 37.5 33.2 37.2 34.8 30.2 34.9 30.9 31.4

Table 3. Ablation study of Bridge Domain compositions used in
UniMix for UDA and DG on SemanticKITTI→SemanticSTF. “D-
fog” and “L-fog” denote dense fog and light fog, respectively.

SemanticKITTI→SemanticSTF generalization and 0.1-0.7
mIoU for SynLiDAR→SemanticSTF generalization. The
state-of-the-art method PointDR achieves a gain of 4.2
mIoU and 3.5 mIoU but still lags behind our UniMix, which
achieves a gain of 7.0 and 8.4 mIoU over the Source-only
baseline. We also show the generalization results for each
weather in the right part of Table 2, where UniMix also
achieves the best performance among all methods.

4.4. Ablation Study

We conduct ablation studies of UniMix on SemanticKITTI
→SemanticSTF for both UDA and DG tasks, focusing on
three key components of UniMix: the Bridge Domain, Uni-
versal Mixing, and the two-stage training architecture.
Bridge Domain Compositions. Our method produces four
frequent weather conditions in real life, i.e., dense fog, light
fog, rain, and snow to form the Bridge Domain. As shown
in Table 3, we ablate the impact of the simulated weather
conditions in generating the Bridge Domain, including four
single-weather settings and a mixed fog setting, where 50%
dense fog data and 50% light fog data are generated. We
show the results evaluated on the whole validation set with

Mixing UDA mIoU DG mIoU
Method D-fog L-fog Rain Snow All D-fog L-fog Rain Snow All

Source-only 26.9 25.2 27.7 23.5 24.3 29.5 26.0 28.4 21.4 24.4

Spatial 41.6 34.6 35.7 27.8 35.2 33.0 28.3 27.9 23.3 26.4
Intensity 41.2 34.5 37.4 28.8 34.9 33.8 25.6 30.0 18.9 25.8
Semantic 41.7 34.3 29.6 36.3 35.4 37.4 26.7 27.8 22.3 26.7

All 40.2 34.0 37.5 33.2 37.2 34.8 30.2 34.9 30.9 31.4

Table 4. Ablation study of mixing operators for UDA and DG on
SemanticKITTI→SemanticSTF.

Method UDA mIoU DG mIoU

Source-only 24.4 24.4

CosMix [36] 35.4 26.7
PolarMix [47] 33.0 26.0
LaserMix [22] 33.3 26.9

Universal Mixing 37.2 31.4

Table 5. Comparison of mixing methods in our UniMix pipeline
for UDA and DG on SemanticKITTI→SemanticSTF.

all four weather conditions as well as on the subsets of each
weather condition. As can be seen, UniMix with any of
the choices for generating the Bridge Domain achieves a
gain of 2.7-5.6 mIoU (2.7-7.0 mIoU) for UDA (DG) over
the vanilla UniMix baseline without using the Bridge Do-
main. Among all the choices, the mixed-fog brings the
largest improvement in both tasks, while the light-fog pro-
duces the smallest improvement. This can be attributed to
the small perturbations brought by the light-fog simulation,
while the mixed-fog domain integrates diverse disturbance
patterns via both dense-fog and light-fog simulation. We
also observe a relatively high performance when the sim-
ulated weather in the Bridge Domain is the same as the
weather of the validation subset, which is reasonable and
implies the necessity of simulating all weather conditions
in the Bridge Domain as validated by the last row.
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Source-only 42.0 5.0 4.8 0.4 2.5 12.4 43.3 1.8 48.7 4.5 31.0 0.0 18.6 11.5 60.2 30.0 48.3 19.3 3.0 20.4

ADDA [42] 52.5 4.5 11.9 0.3 3.9 9.4 27.9 0.5 52.8 4.9 27.4 0.0 61.0 17.0 57.4 34.5 42.9 23.2 4.5 23.0
Ent-Min [43] 58.3 5.1 14.3 0.3 1.8 14.3 44.5 0.5 50.4 4.3 34.8 0.0 48.3 19.7 67.5 34.8 52.0 33.0 6.1 25.8
ST [59] 62.0 5.0 12.4 1.3 9.2 16.7 44.2 0.4 53.0 2.5 28.4 0.0 57.1 18.7 69.8 35.0 48.7 32.5 6.9 26.5
PCT [48] 53.4 5.4 7.4 0.8 10.9 12.0 43.2 0.3 50.8 3.7 29.4 0.0 48.0 10.4 68.2 33.1 40.0 29.5 6.9 23.9
ST-PCT [48] 70.8 7.3 13.1 1.9 8.4 12.6 44.0 0.6 56.4 4.5 31.8 0.0 66.7 23.7 73.3 34.6 48.4 39.4 11.7 28.9
CosMix [36] 75.1 6.8 29.4 27.1 11.1 22.1 25.0 24.7 79.3 14.9 46.7 0.1 53.4 13.0 67.7 31.4 32.1 37.9 13.4 32.2
PolarMix [47] 76.3 8.4 17.8 3.9 6.0 26.6 40.8 15.9 70.3 0.0 44.4 0.0 68.4 14.7 69.6 38.1 37.1 40.6 10.6 31.0

UniMix 80.3 6.1 32.5 29.2 10.6 23.7 30.0 24.5 62.2 15.9 46.5 0.1 60.9 15.8 70.7 34.9 41.2 38.6 17.1 33.7

Table 6. Comparison of SOTA domain adaptation methods on SynLiDAR→SemanticKITTI adaptation scenario. The superior performance
demonstrates the potential of UniMix to perform as a general UDA method for LSS.
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SemanticKITTI MinkNet [6] 95.7 3.7 44.9 53.2 42.1 53.7 68.9 0.0 92.8 43.0 80.0 1.8 90.5 60.0 87.4 64.5 73.3 62.1 43.7 55.9
+UM 90.2 50.5 74.4 82.3 70.2 62.7 67.5 0.1 73.1 56.9 68.5 21.4 86.5 43.2 84.6 70.1 51.5 71.3 43.5 61.5+5.6

SynLiDAR MinkNet [6] 77.5 12.0 83.6 87.5 88.6 70.6 42.7 94.1 80.7 76.7 69.5 93.7 92.6 80.3 85.2 86.1 65.4 69.2 75.5 75.3
+UM 75.7 70.7 80.8 86.4 86.9 65.7 89.1 94.4 93.0 73.1 80.8 92.6 93.8 77.0 87.8 83.1 74.2 65.4 63.7 80.7+5.4

Table 7. Universal Mixing (denoted as “UM”) can also be used as a data augmentation technique to improve the performance of supervised
semantic segmentation.

Sample Mixing Methods. Universal Mixing contains three
kinds of mixing methods, i.e., spatial, intensity, and seman-
tic mixing. As shown in Table 4, we ablate the choice of
mixing methods. According to the results, each of the three
mixing methods enhances the performance of the Source-
only baseline on both UDA and DG tasks. Semantic mixing
delivers the largest improvement on the whole validation set
while performing worse in the rain subset than other mix-
ing methods. Only using intensity mixing brings the small-
est improvement while performing the best in the rain sub-
set. We attribute this to the distinct reflectance attenuation
caused by different weather conditions. By incorporating
all the mixing methods together, UniMix achieves the best
performance on both tasks.

In addition, we compare our Universal Mixing with
some representative point cloud mixing methods, includ-
ing LaserMix [22] proposed for semi-supervised LSS, Po-
larMix [47] for point cloud data augmentation, and CosMix
[36] for synthetic-to-real domain adaptation. We replace
our Universal Mixing with these alternatives in our UniMix
pipeline and evaluate them on both UDA and DG tasks. As
shown in Table 5, the proposed Universal Mixing achieves
the best performance, showing its superiority over others.
Training Stage. Multi-stage training is widely used in 2D
UDA semantic segmentation methods [52, 53]. Our method
adopts a two-stage training framework as well. We show the
UDA results without the Bridge Domain and the first-stage
training, denoted as “None” in the first row in Table 3. The
performance is decreased but still superior to other SOTA
methods. In the DG setting, this version is the Source-only
model, without using any Bridge or target domain data. It
is also noteworthy that our two-stage UniMix for UDA can
generate a DG model after the first training stage, providing

a versatile solution and holding practical significance.

4.5. UniMix in Clear Weather

Although UniMix is tailored for clear-to-adverse weather
domain adaptation and generalization, we also examine
UniMix in synthetic-to-real adaptation in clear weather. In
Table 6, UniMix achieves 33.7 mIoU with a gain of 13.3
mIoU over the Source-only model. Its superior perfor-
mance over the SOTA methods validates the effectiveness
of UniMix for synthetic-to-real adaptation, implying that it
could be used as a general method for LSS UDA tasks.

4.6. Universal Mixing as Data Augmentation

We also use Universal Mixing as a data augmentation tech-
nique in supervised LSS tasks, using the widely adopted
MinkowskiNet [6] as our baseline. Results in Table 7 show
significant performance enhancement with Universal Mix-
ing on both datasets compared to the baseline model.

5. Conclusion
In this paper, we introduce UniMix, a universal method de-
signed to enhance the adaptive and generalizable capabil-
ities of LiDAR semantic segmentation models in adverse
weather conditions. First, a Bridge Domain is constructed,
capturing scene characteristics of the clear-weather source
domain with adverse weather conditions to learn weather-
robust representations. Universal Mixing is then proposed
and employed in two stages to blend samples from the
source and target domains, considering spatial, intensity,
and semantic distribution, to learn domain invariant fea-
tures. UniMix proves highly effective in UDA and DG
tasks, significantly outperforming state-of-the-art methods.

8



References
[1] Yogesh Balaji, Swami Sankaranarayanan, and Rama Chel-

lappa. Metareg: Towards domain generalization using meta-
regularization. Advances in Neural Information Processing
Systems, 31, 2018. 2

[2] Jens Behley, Martin Garbade, Andres Milioto, Jan Quen-
zel, Sven Behnke, Cyrill Stachniss, and Jurgen Gall. Se-
mantickitti: A dataset for semantic scene understanding of
lidar sequences. In Proceedings of the IEEE/CVF Interna-
tional Conference on Computer Vision, pages 9297–9307,
2019. 1, 2, 5

[3] Mario Bijelic, Tobias Gruber, Fahim Mannan, Florian Kraus,
Werner Ritter, Klaus Dietmayer, and Felix Heide. See-
ing through fog without seeing fog: Deep multimodal sen-
sor fusion in unseen adverse weather. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, 2020. 3, 6
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