
A. Implementation Details
We provide some implementation details here.

Text data generation We provide prompt example which we use to generate text data with the Llama-2-70B-chat model in
Figure 8. We are able to obtain the expected output with this prompt in most cases, while it also leads to failure sometimes.
Thus we apply an automatic filtering mechanism on the generated text data, where undesired outputs such as empty strings
are filtered out.

Figure 8. Prompt example we used to generate data samples with Llama-2-70B-chat model.

Image data generation As mentioned in Section 4, original images {xi} in object domain are generated first generated
with pre-trained text-to-image generation model (Stable Diffusion). Let ci be a class name, we use prompt “A realistic photo
picture of ci, ultra quality, sharp focus, tack sharp, dof, film grain, Fujifilm XT3, crystal clear, 8K UHD, highly detailed” to
generate the image. ci is randomly selected from the classes shown in Figure 9.



Figure 9. Classes we used to generate original images for object domain.

With the original images, manually designed instructions are used to generate the target images {x̃i} with ProFusion.
Examples of our designed instructions are shown in Figure 10

Figure 10. Examples of instructions we used in generating target images.

When we generate data samples with the assistant trained on automatically filtered data. We first generate images w with
pre-trained Stable Diffusion, then apply Equation (4) with α = 0.7.



B. Generated Examples
Some generated examples are provided below. We also provide examples where the proposed method is applied in multi-
round generation and image editing task.

Figure 11. Generated examples from the proposed CAFE.



Figure 12. Generated examples from the proposed CAFE.

Figure 13. Multi-round generation examples from the proposed CAFE.

Figure 14. Image editing examples from the proposed CAFE.


