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Figure 1. Visualization of surrounding multi-camera views in
nuScenes dataset. The surrounding views have small overlaps
among multi-camera but large gaps across time.

1. Implementation Details

Experimental Details. We report the average results of all
camera frames on the selected scenes and assess our models
using the average score of PSNR, SSIM, and LPIPS. For the
nuScenes [3] dataset, images of full-resolution 1600 × 900
are rendered with 360-degree horizontal FOV per time-step.
We use synchronized images from 6 cameras in surrounding
views as inputs. We randomly select every 5th image of
different cameras in the sequences as the test set and utilize
the remaining images as the training set. For the KITTI-
360 [7] dataset, we only use sequential images from a single
camera as input, with a resolution of 1408× 376. We select
every 10th image of cameras in the sequences as the test set.
Details of LiDAR Prior. The LiDAR prior provides more
precise and complete initialization oversight for scene mod-
eling, helping to recover the more correct and detailed shape
of the scene. Here, we present detailed preprocessing and
techniques for using the LiDAR prior.

LiDAR points derived from the dataset are categorized
into dynamic foreground and static background. Dynamic
foreground can cause misalignment during LiDAR-image
registration due to drag, aliasing, etc. So, we first cut out
dynamic objects from the LiDAR points based on the seg-
mentation labels, obtaining purely static LiDAR prior to the
scenes. We then use multi-frame aggregation to stitch to-
gether the LiDAR of the scene according to the currently
visible regions of the Incremental Static 3D Gaussians. The
coordinates of LiDAR prior are further transformed into the
global coordinate system via calibration matrices.

Intuitively, while capturing images with moving plat-
forms, nearby areas will have more pixels to represent finer
details. In contrast, distant regions are described using a
limited number of coarse points. This principle similarly
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Figure 2. Visualization of bins arrangement for the Incremen-
tal Static 3D Gaussians. The small overlap between two neigh-
boring bins is used to align the static backgrounds of the two bins.

applies to the 3D Gaussian representation for large-scale
driving scenes. In this regard, we utilize an adaptive filter-
ing algorithm to optimize the LiDAR prior. The previously
obtained LiDAR point cloud is voxelized into a fixed-size
voxel grid. We divide the voxel grid along the rays extend-
ing forward from the camera center based on depth. We next
apply distance weighting and remove isolated outliers for
the points within the voxel grids representing distant views.
Details of surrounding multi-camera views. As shown
in Figure 1, we show the distribution of the surrounding
multi-camera views in driving scenes [3]. We can observe
that these surrounding views have only minimal overlap be-
tween multi-camera but have large intervals across adja-
cent frames. Compared with typical NeRF-based captures
(e.g., central objects captured by hemisphere views), the
surrounding multi-camera views pose a great challenge to
modeling the whole scene from such sparse observations.
Details of bins arrangement for static background. We
show the arrangement of sequential bins in the Incremental
Static 3D Gaussians module. As shown in Figure 2, each
bin is distributed according to the scene’s depth and con-
tains one or more frames of surrounding images. Neighbor-
ing bins have a small overlap region, which is used to align
the static backgrounds of two bins. The latter bin is then
incrementally fused into the Gaussian field of the previous
bins. During the incremental addition of bins, camera poses
and LiDAR point positions are utilized to align and merge
different bins in a global coordinate, thereby preventing dis-
ruption to the previous reconstruction. In addition, we allow
the distribution of bins to be specified manually, enabling
better adaptation to extreme or depth-unknown scenarios.
Details of sky areas. We treat the sky as an infinitely dis-
tant part of the static background in driving scenes. In our
work, we follow [16, 18, 21] to explicitly handle the sky
using predicted sky masks. The sky masks help in address-
ing the ill-defined depth of the sky and can be obtained from



Table 1. Overall perforamnce of DrivingGaussian with existing state-of-the-art approaches on the nuScenes dataset. Ours-S denotes
the DrivingGaussian with SfM points initialization, and Ours-L denotes training the Gaussian model with LiDAR prior. Rendering Time
denotes the rendering time for each frame.

Methods Input PSNR ↑ SSIM ↑ LPIPS ↓ Rendering Time(s)
Instant-NGP [10] Images 16.78 0.519 0.570 4.382

NeRF+Time Images 17.54 0.565 0.532 31.14
Mip-NeRF [1] Images 18.08 0.572 0.551 24.55

Mip-NeRF360 [2] Images 22.61 0.688 0.395 11.86
NSG [11] Images 21.67 0.671 0.424 52.28

Urban-NeRF [12] Images + LiDAR 20.75 0.627 0.480 41.29
S-NeRF [19] Images + LiDAR 25.43 0.730 0.302 23.67
SUDS [14] Images + LiDAR 21.26 0.603 0.466 45.7

EmerNeRF [21] Images + LiDAR 26.75 0.760 0.311 21.91
3DGS [4] Images + SfM Points 26.08 0.717 0.298 0.864
4DGS [17] Images + SfM Points 19.79 0.622 0.473 2.160

Ours-S Images + SfM Points 28.36 0.851 0.256 0.965
Ours-L Images + LiDAR 28.74 0.865 0.237 0.963
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Figure 3. Visualization of Global Rendering via GS. Driving-
Gaussian ensures the reconstruction of multiple dynamic objects
along with their accurate positions and occlusion relationships.

semantic segmentation models [5, 13]. We further allocate
Gaussian initialization points separately for the segmented
sky region and optimize them within the sky mask area.
Moving Objects in Driving Scenes. Dynamic objects are
foreground instances that are moving in the current scene,
while parked vehicles or static objects are not. We pro-
vide two methods of decoupling dynamic objects for our ap-
proach, using either a 3D bounding box or a pre-trained dy-
namic object segmentation model (e.g., SAM [5], Grounded
SAM [13], SEEM [22], or OmniMotion [15]).

Using the 3D bounding box, we project the bounding
box of each object individually onto 2D images of the sur-
rounding view and mask the objects inside the box. We
explicitly align the dynamic objects in each frame with the
ID of each object from the label.

Similarly, when using pre-trained dynamic object seg-
mentation models, we separate dynamic objects from static
areas by applying pre-trained models and explicitly labeling
each object individually with the object ID. Experiments
also show that it is unnecessary to precisely segment ev-
ery pixel while excluding background pixels, as our method
is robust to dynamic objects containing background pixels.
These imperfect background pixels are eliminated in the op-
timization of modeling dynamic objects in the scene.
Details of Global Rendering via GS. Global rendering via
GS aims to restore the position relationship and occlusion of
multiple dynamic objects with static backgrounds in the real
driving scene. We transform the Gaussians of each node in

the dynamic Gaussian graph to the world coordinate sys-
tem. We then utilize the fast splatting algorithm introduced
by the 3DGS [4] to support the global rendering. As shown
in Figure 3, our method enables the re-rendering of multi-
ple objects and static backgrounds in a shared driving scene.
Based on the explicit geometry scene structure of Gaussian
distribution, the global rendering preserves the original oc-
clusion relationships and exact spatial positions.

2. Additional Results on nuScenes
Quantitative Comparison. We provide more comparisons
of results with recent works on large-scale driving scenes
and 3D Gaussian-based approaches. For a fair compar-
ison, we also migrate the graph-based method NSG [11]
and dynamic Gaussians method 4DGS [17] to the nuScenes
dataset. As shown in Table 1, our method boosts the perfor-
mance of NSG across three metrics. Although NSG simi-
larly uses a graph-based representation for dynamic objects,
it only applies to the front-forward monocular views and
does not cope well with the dynamic objects under ego ve-
hicle movements. Our method also shows a huge lead com-
pared to the latest work designed for dynamic 3D Gaus-
sians [17]. Since 4DGS [17] employs Gaussians updated
over time steps to represent dynamic objects, it only works
for slow-moving central objects and fails in complex scenes
with multiple high-speed moving foregrounds.
Rendering Speed. Table 1 shows that our method achieves
a good balance between rendering quality and rendering
speed. Compared to the accelerated NeRF method Instant-
NGP [10], our approach achieves higher results with faster
rendering speed. Our method achieves the optimal qual-
ity with less rendering time compared to those of NeRF-
based methods designed for unbounded scenes(e.g., Mip-
NeRF [1], Mip-NeRF360 [2], Urban-NeRF [12]). Com-
pared to methods [14, 19, 21], also designed for dynamic
driving scenes, our approach obtains better performance
and reduction in rendering time. Compared to our baseline
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Figure 4. Qualitative comparison on the nuScenes dataset. We demonstrate the qualitative comparison results with our main competitors
NSG [11], EmerNeRF [21] and 3DGS [4] on driving scenes reconstruction of nuScenes.

method 3DGS [4], our method achieves higher rendering
quality with comparable rendering speed.
Qualitative Comparison. We further show more qual-
itative results compared with the SOTA methods on the
nuScenes dataset. As shown in Figure 4, our method sur-
passes existing works in modeling both static backgrounds
and dynamic objects in driving scenes. Please refer to the
project page for video results and additional comparisons.

3. Additional Results on KITTI-360

We further evaluate the performance of DrivingGaussian
for monocular driving scenes on the KITTI360 dataset.
We compare our method with the latest SOTA approaches

trained on the KITTI360, including NeRF-based PNF [6]
and 3D Gaussian-based 3DGS [4]. As shown in Table 2, our
method achieves better performance than all other methods
on the leaderboard.

As shown in Figure 5, we show qualitative results com-
pared with our main competitors on the KITTI-360 dataset.
DNMP [8] is a NeRF-based method designed for monocu-
lar driving scenes with deformable neural mesh and LiDAR
prior. Our approach shows more realistic reconstruction re-
sults and fine geometry on challenging areas such as traffic
signs, vehicles, people, etc. We also find that our baseline
method, 3DGS [4], fails in modeling the detail areas, pro-
ducing unpleasant artifacts, blurring, and unnatural colors.
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Figure 5. Qualitative comparison on the KITTI-360 dataset. We demonstrate the qualitative comparison results with our main competi-
tors DNMP [8] and 3DGS [4] on driving scenes reconstruction of KITTI-360.

Table 2. Overall perforamcne of DrivingGaussian with existing
state-of-the-art approaches on the KITTI-360 dataset. We only
use sequential images from a single camera as input for modeling
driving scenes in the KITTI-360.

Methods PSNR ↑ SSIM ↑
NeRF [9] 21.94 0.781

Point-NeRF [20] 21.54 0.793
NSG [11] 22.89 0.836

Mip-NeRF360 [2] 23.27 0.836
PNF [6] 23.06 0.839

SUDS [14] 23.30 0.844
DNMP [8] 23.41 0.846
3DGS [4] 22.93 0.847

Ours-S 25.18 0.862
Ours-L 25.62 0.868

In contrast, although our method is not specifically designed
for monocular scenarios, it still shows good adaptability and
robustness in representing monocular driving scenes with
detail areas and outperforms existing SOTA approaches.

4. Additional Ablation Study and Analysis
The quantitative ablation results are presented in the main
text. Furthermore, we provide additional qualitative abla-
tion comparisons to demonstrate the effectiveness of each
module in our method.

w/o IS3G w/ IS3G

Figure 6. Rendering with or w/o the Incremental Static 3D
Gaussians (IS3G). IS3G ensures good geometry and topological
integrity for static backgrounds in large-scale driving scenes.

Density of Bins. We explore the effect of different densities
of bins for reconstructing the driving scenes in Incremental
Static 3D Gaussians. Here, we chose a part of the scene
close to a straight line (horizontal length of about 400 me-
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Figure 7. Rendering with or w/o the Composite Dynamic Gaus-
sian Graph (CDGG). CDGG enables the reconstruction of dy-
namic objects at arbitrary speeds in the driving scenes (e.g., vehi-
cles, bicycles, and pedestrians).
Table 3. Effect of density of bins on the Composite Gaussian
model. N denotes for number of bins in a certain driving scene.

Bins PSNR ↑ SSIM ↑ LPIPS ↓
N=3 27.94 0.849 0.256
N=4 28.38 0.857 0.249
N=5 28.65 0.861 0.243
N=6 28.72 0.861 0.239
N=7 28.69 0.860 0.242

ters) and cut it according to different densities of bins. The
whole scene is divided into 3-7 bins, each containing mul-
tiple frames of surrounding views. As shown in Table 3, it
is evident that a sparse distribution of bins results in a no-
table decline in performance, primarily attributable to the
absence of overlapping regions among bins. Additionally,
this sparse distribution may give rise to an overly extensive
scale of scenes within each bin, making it impractical to
adequately represent this aspect of the scene with an appro-
priate number of Gaussians. Alternatively, an overly dense
distribution of bins may affect the Gaussian optimization ef-
ficiency between adjacent bins, leading to performance fluc-
tuations. An appropriate distribution of bins contributes to
the performance of modeling large-scale static backgrounds
without wasting excessive Gaussians, thereby avoiding high
computational costs.
The effectiveness of the Incremental Static 3D Gaus-
sians. As shown in Figure 6, the Incremental Static 3D
Gaussians ensure improved geometric structure and topo-
logical integrity for the static background in driving scenes.
Undesirable visual effects such as blurring, artifact, and dis-
tortion have been eliminated in the incremental reconstruc-
tion process. Due to the displacement of the ego vehicle,
IS3G also ensures a good consistency of the static back-
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Figure 8. Failure Cases. Distortions exist in small objects and
reflective materials (e.g., roadside pebbles and glass surfaces).

ground captured during the ego vehicle’s movement.
The effectiveness of the Composite Dynamic Gaussian
Graph. As shown in Figure 7, without the proposed Com-
posite Dynamic Gaussian Graph, it would result in ”invis-
ible” or distorted dynamic objects, leading to low-quality
rendering results. We can also observe that CDGG exhibits
good robustness towards dynamic objects, whether they are
relatively fast-moving objects (e.g., vehicles and bicycles)
or slower pedestrians. CDGG enables the construction of
multiple fast-moving dynamic objects in large-scale, long-
term driving scenes.

5. Failure Cases
Our primary limitation lies in modeling extremely small and
numerous objects (such as roadside stones) and materials
with total reflection properties (such as glass mirrors and
water surfaces), as shown in Figure 8. We suspect that the
distortions are mainly due to 3D Gaussain’s shortcomings
in representing densely reflected light and errors in calcu-
lating the density of fully reflective surfaces. How to re-
construct these challenging and delicate regions quickly and
efficiently will be a focus of our future research.
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