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Supplementary Material

1. Implementation Details
1.1. Training and inference

M&M VTO is trained in two stages. For the first stage,
the model is trained on 512×256 images for 600K itera-
tions. In the second stage, the model is initialized from
the pretrained checkpoint of the first stage and trained on
1024×512 images for an additional 200K iterations. For
both training stages, the batch size is set to 1024, and the
learning rate linearly increases from 0 to 10−4 in the first
10K steps and is kept unchanged afterwards. We param-
eterize the model output in v-space following [13] while
the L2 loss is computed in ϵ-space. All conditional inputs
are set to 0 in 10% of the training time for classifier-free
guidance (CFG) [5]. Test results are generated by sampling
M&M VTO for 256 steps using ancestral sampler [6].

1.2. Garment attributes

We summarize as follows the full set of attributes used as
layout conditioning input ygl.
1. What is the type of the sleeve?

(a) Not applicable
(b) Sleeveless
(c) Short sleeve
(d) Middle sleeve
(e) Long sleeve

2. Is the sleeve rolled up?
(a) Not applicable
(b) Sleeve type is not long
(c) Yes
(d) No

3. Is the top garment tucked in?
(a) Not applicable
(b) Not wearing top garment
(c) Can not determine
(d) Yes
(e) No

4. Is the person wearing outer top?
(a) Not applicable
(b) Yes
(c) No

5. Is the outer top closed (e.g. zipper up or button on)?
(a) Not applicable
(b) Not wearing outer top
(c) Can not determine
(d) Yes
(e) No

We selected 1, 500 images and asked human labelers to
answer all questions for each image. After that, we con-

Methods FID ↓ KID ↓
GP-VTON [15] 38.392 33.909

LaDI-VTON [11] 19.346 9.305
Ours-DressCode 18.725 8.250

Table 1. Our method trained solely on DressCode vs GP-VTON
and LaDI-VTON official checkpoints. We report FID and KID on
DressCode triplets test set.

verted question-answer pairs into a formatted text, where
different question-answer pairs are separated by semicolon
while the question and answer within each pair are sepa-
rated by colon. The resulting 1, 500 image-caption samples
were used to finetune PaLI-3 [2] model. Finally, we ran in-
ference of the finetuned model on our train and test data,
and converted the formatted text back into class labels.

2. Results
In this section, we provide additional qualitative and quan-
titative results.

2.1. Comparison of VTO

In Figure 1, 2, 3 and 4, we showcase additional qual-
itative results from our 8, 300 triplets test set, compar-
ing them against those generated by TryOnDiffusion [16],
where both methods are trained on our “garment paired”
and “layflat paired” dataset. These results highlight our
method’s superior ability to retain garment details and lay-
out. We also compare to “layflat-VTO” methods GP-
VTON [15] and LaDI-VTON [11] on DressCode [10]
triplets test dataset. To ensure a fair comparison, we trained
our method exclusively on the DressCode dataset. The FID
and KID metrics for the DressCode triplets test set, pre-
sented in Table 1, demonstrate that our method surpasses
GP-VTON and LaDI-VTON in both metrics, even when
trained solely on the DressCode dataset. Further qualita-
tive comparisons on the DressCode triplets test set against
all baselines are provided in Figure 5 and 6.

2.2. Comparison of Editing

We conducted a user study with 200 images to compare gar-
ment layout editing. The results in Table 2 indicate that
our method are preferred by users 84.5% of the time, out-
performing the baseline methods. Figure 7, 8, 9 and 10
present qualitative comparisons on different layout editing
tasks. These examples demonstrate our method’s ability to
perform the intended edits accurately while preserving the
integrity of other areas in both the person and the garments.

Image editing baselines require different sets of inputs,
such as masks. InstructPix2Pix [1] and Prompt-to-Prompt



Methods US ↑
P2P + NI [9] 0

IP2P [1] 1
Imagen editor [14] 10

DiffEdit [3] 0
SDXL inpainting [12] 4

Ours 169
Hard to tell 16

Table 2. User Study for try-on editing. We conducted user study
on 200 images. The users are required to select the best method
that can successfully perform the editing task while maintaining
the property of input person and garments.

Methods US ↑
Finetuned full model 19

Finetuned person encoder 20
Ours without finetuning 95

Ours with finetuning 265
Hard to tell 1

Table 3. User Study for person finetuning. We carried out a user
study involving 400 images across 4 subjects, where we randomly
select 100 top + bottom input garments for each subject. The par-
ticipants were asked to choose the method that best maintains the
identity of the person (including body pose and shape) as well as
the details of input garments.

Methods FID ↓ KID ↓
Cascaded 18.523 15.218

From Scratch 21.645 15.781
Ours 18.145 15.227

Table 4. Quantitative results for ablation studies. We report
FID and KID on our 8, 300 triplets test set.

(P2P) [4] with null inversion [9] only requires text editing
instructions. DiffEdit [3], Imagen Editor [14], and Stable
Diffusion XL Inpainting [12] require masks for the region
of interest. To automatically obtain masks for image edit-
ing, we use human pose estimations to mask out belly re-
gions for “tuck in top garment” or “tuck out top garment”
or the arm regions for “roll up sleeve” or “roll down sleeve”.

2.3. Finetuning Comparison

We chose 4 person images with challenging body shapes
or poses for our person finetuning comparison. For each
person image, we randomly picked 100 top and bottom gar-
ment combinations, then generated try-on results using all
baseline methods as well as our own. The user study re-
sults, detailed in Table 3, show our finetuning method sig-
nificantly outperforming the baselines. Additionally, Fig-
ure 11, 12, 13 and 14 showcase qualitative comparison for
each subject. Without finetuning, the person’s arms, legs, or
torso may appear unnaturally slim or wide, and certain chal-
lenging poses can not be accurately recovered. However, if
we finetune the entire model or the person encoder, it tends
to overfit to the clothing worn by the target subject. Our
finetuning approach successfully retains both the person’s
identity and the intricate details of the input garments.

2.4. Single Stage Model vs. Cascaded

Table 4 (1st and 3rd rows) presents the FID and KID met-
rics on our 8, 300 triplets test set, comparing our single-
stage model with the cascaded variant. Additionally, Fig-
ure 15 offers more qualitative results. While our method
does not surpass the cascaded variant in terms of FID and
KID scores with significant margin, the qualitative results
indicate that it excels at preserving complex garment de-
tails, such as texts and logos. This observation aligns with
insights from [7, 12], which suggest that FID and KID
are more effective at capturing overall visual composition
rather than the nuances of fine-grained visual aesthetics.

2.5. Progressive Training vs. Training from Scratch

Table 4 (2nd and 3rd rows) reveals that our progressive train-
ing strategy yields better results than training from scratch
when considering FID and KID scores on our 8, 300 triplets
test set. In Figure 16, we demonstrate additional qualitative
results, suggesting that our progressive training approach is
more effective at managing complicated garment warping.

TryOnDiffusion [16] Ours
SSIM ↑ 0.883 0.908
LPIPS ↓ 0.165 0.096

Table 5. SSIM and LPIPS scores on our 1, 000 paired test data.

2.6. Comparison on Paired Test Set

We have collected 1, 000 paired test set (not seen during
training. Each pair has same person wearing the garment
but under two poses). Table 5 shows that our method
achieves better SSIM and LPIPS for the paired data com-
pared to TryOnDiffusion [16]. Figure 17 shows qualitative
results, where our method can better preserve intricate gar-
ment details.

2.7. Additional Qualitative Results

Figure 18 and 19 present try-on results for the dress cat-
egory (denoted as I full

g in the main paper). Note that our
method is able to synthesize realistic folds and wrinkles in
dress, well aligned with the person’s pose, while preserving
the intricate details of the garment. Figure 20 visualizes full
images of Figure 6 in the main paper. Figure 21 provides
more failure cases of our method. Finally, we provide inter-
active web demos for the mix and match try-on task in the
supplementary material.
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Input GarmentsInput Person OursTryOnDiffusion
Figure 2. Qualitative comparison against TryOnDiffusion [16] on our 8,300 triplets test set part two. Our method can generate
better garment details and layouts. Red boxes highlight errors of TryOnDiffusion. Please zoom in to see details.



Input GarmentsInput Person OursTryOnDiffusion
Figure 3. Qualitative comparison against TryOnDiffusion [16] on our 8,300 triplets test set part three. Our method can generate
better garment details and layouts. Red boxes highlight errors of TryOnDiffusion. Please zoom in to see details.



Input GarmentsInput Person OursTryOnDiffusion
Figure 4. Qualitative comparison against TryOnDiffusion [16] on our 8,300 triplets test set part four. Our method can generate
better garment details and layouts. Red boxes highlight errors of TryOnDiffusion. Please zoom in to see details.



Input  GarmentsInput Person GP-VTONTryOnDiffusion Ours-DressCode OursLaDI-VTON
Figure 5. Qualitative comparison against GP-VTON [15], LaDI-VTON [11] and TryOnDiffusion [16] on DressCode[10] triplets test
set part one. Ours-DressCode represents our method trained only on DressCode dataset. Red boxes highlight errors of baselines. Please
zoom in to see details.



Input  GarmentsInput Person GP-VTONTryOnDiffusion Ours-DressCode OursLaDI-VTON
Figure 6. Qualitative comparison against GP-VTON [15], LaDI-VTON [11] and TryOnDiffusion [16] on DressCode[10] triplets test
set part two. Ours-DressCode represents our method trained only on DressCode dataset. Red boxes highlight errors of baselines. Please
zoom in to see details.



ImagenEditorInput GarmentsInput Person Ours EditingSDXL Inpainting InstructP2PDiffEdit P2P + NI 

Figure 7. Qualitative comparison for editing instruction: “tuck in the shirt“. Please zoom in to see how our method can perform the
desired editing while preserving garment details. Red boxes highlight errors of baselines.



Imagen EditorInput GarmentsInput Person Ours EditingSDXL Inpainting InstructP2PDiffEdit P2P + NI

Figure 8. Qualitative comparison for editing instruction: “tuck out the shirt“. Please zoom in to see how our method can perform the
desired editing while preserving garment details. Red boxes highlight errors of baselines.



Imagen EditorInput GarmentsInput Person Ours EditingSDXL Inpainting InstructP2PDiffEdit P2P + NI

Figure 9. Qualitative comparison for editing instruction: “roll down the sleeve“. Please zoom in to see how our method can perform
the desired editing while preserving garment details. Red boxes highlight errors of baselines.



Imagen EditorInput GarmentsInput Person Ours EditingSDXL Inpainting InstructP2PDiffEdit P2P + NI

Figure 10. Qualitative comparison for editing instruction: “roll up the sleeve“. Please zoom in to see how our method can perform the
desired editing while preserving garment details. Red boxes highlight errors of baselines.
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Figure 11. Qualitative comparison for person finetuning of subject 1. Please zoom in to see how our method can preserve both person
identity and garment details. Red boxes highlight errors of baselines.
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Figure 12. Qualitative comparison for person finetuning of subject 2. Please zoom in to see how our method can preserve both person
identity and garment details. Red boxes highlight errors of baselines.
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Figure 13. Qualitative comparison for person finetuning of subject 3. Please zoom in to see how our method can preserve both person
identity and garment details. Red boxes highlight errors of baselines.
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Figure 14. Qualitative comparison for person finetuning of subject 4. Please zoom in to see how our method can preserve both person
identity and garment details. Red boxes highlight errors of baselines.
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Figure 15. Qualitative comparison for single stage model vs cascaded. Our proposed single stage model can preserve fine garment
details like text and logos under large pose differences. The last three columns visualize zoom-ins of red boxes for input, cascaded variant
and single stage model respectively. Please zoom in to see details.
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Figure 16. Qualitative comparison for progressive training vs training from scratch. Training from scratch can not handle complicated
garment warping. Red boxes highlight errors of the training from scratch variant. Please zoom in to see details.

Input Garment Input Person TryOnDiffusion Ours
Figure 17. Qualitative comparison on our 1, 000 paired test data. Red boxes highlight errors of baselines. Zoom in to see details.



Input GarmentsInput Person Try-on Results Input GarmentsInput Person Try-on Results
Figure 18. Qualitative results for Dress VTO part one. Our approach effectively manages complex garment warping and generates
realistic wrinkles that align with the person’s pose. Please zoom in to see details.



Input GarmentsInput Person Try-on Results Input GarmentsInput Person Try-on Results
Figure 19. Qualitative results for Dress VTO part two. Our approach effectively manages complex garment warping and generates
realistic wrinkles that align with the person’s pose. Please zoom in to see details.



Input GarmentsInput Person From ScratchCascaded Model Ours 
Figure 20. Full images of Figure 6 in the main paper. Please zoom in to see details.

Input GarmentsInput Person Try-on Results Input GarmentsInput Person Try-on Results
Figure 21. More failure cases. Top left: our method sometimes suffers from color drift issues for very dark images, which is recognized
by diffusion literature [8]. Top right: our method fails to generate valid layout for uncommon garment combinations (e.g. long coat and
skirt). Bottom left: the model attempts to create a pocket to accommodate the occluded left hand. Bottom right: our model could generate
a random inner top given “outer top open” garment layout. Additionally, it has difficulties in effectively warping small, densely packed,
and irregularly distributed texture patterns.
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