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In this supplementary material, we first provide informa-
tion about the dataset we used and our training procedure in
Sec. 1. Then, we detail our inference and post-processing
pipeline in Sec. 2. The proposed structure refinement oper-
ation is discussed under the framework of DDIM in Sec. 3.
Finally, more experimental results are presented in Sec. 4.

1. Datasets and Training Details

We trained our model on Flickr2K [6] dataset. It con-
tains 2650 high-quality LDR images of 2K resolution taken
in different scenes. Before training, we pre-calculate the
MSCN maps and Gaussian-blurred luma maps of these im-
ages. When calculating the MSCN maps, we use the de-
fault settings recommended by [7]. To prepare the train-
ing patches during the training phase, the MSCN maps,
Gaussian-blurred luma maps and target ground truth of the
same image are cropped into 640 × 640 patches in a ran-
domly selected position.

In the first training stage that contains 200 epochs, the
structure refinement operation is not included in the diffu-
sion process, and we only train the implicit control branch
using the loss function same as [9, 13], which is formulated
as:

L = Ez0,t,c,ε∼N (0,1)∥ε− εθ(zt, t, c)∥22. (1)

The batch size is 8 and the learning rate is 1e−5. In the
second training stage that contains another 200 epochs, the
decoding-encoding process is included in the pipeline, and
the encoder is trained together with the implicit control
branch using the same loss function as Eqn.1. We expect
to fine-tine the implicit control branch as well as acquire an
encoder that can convert an image into the latent space with
as little loss as possible in the second training stage.
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2. Inference Details
We test our model on HDRPS dataset [2], a benchmark test-
set consisting of 105 HDR images taken in different scenes
and under various exposure conditions. We first calculate
the MSCN maps and Gaussian-blurred luma maps using
the approach introduced in the main text. Afterward, these
maps are divided into 640 × 640 overlap patches with a
stride of 320. Patches at different positions are fed to the
diffusion model respectively to generate different results.
The overlapped parts in the output image are calculated us-
ing a weighted-sum strategy. For example, the first patch
lies between 0 and 640 in the x direction and the second
patch lies between 320 and 960. Hence, for pixels lying
between 320 and 640, their values are calculated as :

I(i, j) =
640− i

320
I1(i, j) +

i− 320

320
I2(i, j − 320), (2)

where I , I1 and I2 denote the resulting image, the first
patch and the second patch respectively, i and j denote
the indexes of coordinates. Patches in other positions are
weighted and summed in a similar way.

After the whole image is generated, we reconstruct the
color by:

C
(i)
out = Ypred(C

(i)
in /Y )s, (3)

where i ∈ {R,G,B} denotes the index of the color chan-
nel, Y and Ypred are the Y channel of the original HDR
image and the output of the diffusion model respectively.
The parameter s is set as 0.5 according to [11].



Algorithm 1 Structure-Preserving Sampling Process Based
on DDIM

1: µori,σori, Îori = TSD(Iori)
2: for t = T, T − 1, ..., 1 do
3: z

′(t−1)
pred0 = zt−

√
1−αtεθ(zt,t,c)√

αt

4: if t > t0 then
5: µt−1,σt−1, Ît−1 = TSD(D(z

′(t−1)
pred0 ))

6: z
(t−1)
pred0 = E(µt−1 + γσt−1Îori)

7: else
8: z

(t−1)
pred0 = z

′(t−1)
pred0

9: end if
10: ε =

zt−
√
αtz

(t−1)
pred0√

1−αt

11: zt−1 =
√
αt−1z

(t−1)
pred0 +

√
1− αt−1ε

12: end for
13: µ0,σ0, Î0 = TSD(D(z0))
14: Ipred = µ0 + γσ0Îori
15: return Ipred

3. Structure Refinement Operation with DDIM

In the main text, we describe the structure refinement op-
eration based on DDPM reverse sampling process [4] for
simplicity. Whereas we recommend to adopt DDIM [10] in
the real practice in that it significantly reduces the iteration
steps for better efficiency. In this case, our structure refine-
ment operation is slightly modified to adapt to the formula
of DDIM sampling, which is given in Alg.1. Empirically,
the hyperparameter t0 is set to be 10, the total step T is set
to be 20 and γ is set to be 2 for edge enhancement before t
reaches t0.

4. Additional Results

Due to the limited space of the main paper, here we illustrate
more experimental results on the datasets mentioned in the
main text.

4.1. Results on HDRPS Dataset

Fig.1 shows the comparisons of our model with previous
SOTA algorithms on HDRPS dataset [2]. It can be seen that
our model generates more details than other methods, espe-
cially in bright regions, producing visually pleasing images.

4.2. Results on HDR+ Dataset

We also test our algorithm and previous methods on some
difficult cases in HDR+ [3] dataset, which contain ex-
tremely high exposure contrast. The results are shown in
Fig.2. Other methods tend to produce obvious banding ar-
tifacts, while our method is still able to yield naturally-look
images.

4.3. Results on VIS-NIR Scene Dataset

As discussed in the main text, our model can be applied to
the task of VIS-NIR image fusion without training again.
More results on VIS-NIR Scene dataset [1] are illustrated
in Fig.3, which shows that our model enhances the image
details better than other methods.

4.4. User Study

Considering that there is no ground truth for tone mapping,
we also conducted a user study to get the mean opinion
scores (MOS) of different algorithms. Twenty images from
HDRPS dataset [2] are selected and tone-mapped by four al-
gorithms respectively. We invited 30 volunteers for the user
study. They were asked to give each tone-mapped image a
score according to its image quality (0 represents the poor-
est quality and 5 represents the best quality). As shown in
Table 1, the proposed method achieves a higher score than
previous methods.

LA-Net DeepTMO Vinker et al. Proposed

MOS (Max: 5) 2.8 3.9 3.0 4.2

Table 1. Mean of scores of different methods in user study.



linearly scaled HDR scene LA-Net [12] DeepTMO [8] Vinker et al. [11] Proposed

Figure 1. Visual comparisons on HDRPS dataset [2]. Our method performs best in both bright regions and dark regions.



HDR scene LA-Net [12] Vinker et. al[11] Proposed

Figure 2. Visual comparisons on HDR+ dataset. Other methods produce much more banding artifacts than ours.



VIS Image NIR Image DenseFuse [5] Zhu et al. [14] Proposed

Figure 3. Comparisons of different VIS-NIR fusion methods on VIS-NIR Scene dataset [1]. Our method produces highly detailed images.
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