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Abstract

Scene coordinates regression (SCR), i.e., predicting 3D
coordinates for every pixel of a given image, has recently
shown promising potential. However, existing methods re-
main limited to small scenes memorized during training,
and thus hardly scale to realistic datasets and scenarios.
In this paper, we propose a generalized SCR model trained
once to be deployed in new test scenes, regardless of their
scale, without any finetuning. Instead of encoding the
scene coordinates into the network weights, our model takes
as input a database image with some sparse 2D pixel to
3D coordinate annotations, extracted from e.g. off-the-shelf
Structure-from-Motion or RGB-D data, and a query image
for which are predicted a dense 3D coordinate map and its
confidence, based on cross-attention. At test time, we rely
on existing off-the-shelf image retrieval systems and fuse
the predictions from a shortlist of relevant database images
w.r.t. the query. Afterwards camera pose is obtained us-
ing standard Perspective-n-Point (PnP). Starting from self-
supervised CroCo pretrained weights, we train our model
on diverse datasets to ensure generalizabilty across various
scenarios, and significantly outperform other scene regres-
sion approaches, including scene-specific models, on mul-
tiple visual localization benchmarks. Finally, we show that
the database representation of images and their 2D-3D an-
notations can be highly compressed with negligible loss of
localization performance.

1. Introduction
Image-based scene coordinate regression (SCR) consists in
predicting the 3D coordinates of the point associated to each
pixel of a given query image. SCR methods have numer-
ous applications in computer vision, and previous work has
shown promising potential over the last few years. Such
methods have for instance been proposed for visual local-
ization [9, 60, 66, 82] in combination with a Perspective-n-
Point (PnP) solver [34]. Other applications include object
pose estimation [5, 85], depth completion [15, 27, 44, 47,
73], augmented reality or robotics [60, 80].
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Figure 1. Scene-agnostic coordinate regression (SACReg) for
visual localization. Given a query image and a set of related views
with sparse 2D-3D annotations retrieved from a database (bottom
left), SACReg predicts absolute 3D coordinates for each pixel of
the query image (right). These can be used for visual localiza-
tion using a robust PnP algorithm (bottom right). Importantly,
SACReg is scene-agnostic: it can be used in any novel scene with-
out re-training, only the images and 2D-3D annotations that serve
as input are scene-specific.

Unfortunately, existing SCR approaches pose significant
scalability issues and end up being rather impractical. Most
of the time, 3D scene coordinates are directly embedded
into the parameters of the learned model, being it a random
forest [60] or a neural network [6, 8, 9, 80], hence de facto
limiting one model to a specific, generally small, scene for
which it was trained on. Some recent attempts to miti-
gate this issue, such as training different experts [8], sharing
scene-agnostic knowledge between scenes [67], or heavily
relying on dense 3D reconstructions at test time [66, 82],
improve by some aspects but still require scene-specific
finetuning, can be limited to small scenes, and do not offer
scene-agnostic solutions yet. In essence, there is no univer-
sal SCR model that can seamlessly function as-is on any
given test scene.

In this paper, we propose a new paradigm for scene coor-
dinates regression that allows to train a generic model once,
and deploy it to novel scenes of arbitrary scale. As illus-
trated in Figure 1, our scene-agnostic coordinate regression
(SACReg) model takes as input a query image as well as a
set of relevant database images for which 3D scene coor-
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dinates are available at sparse 2D locations. SACReg pre-
dicts dense 3D coordinates, for each pixel of the query im-
age. From this output, the camera pose can be obtained by
solving a Perspective-n-Point (PnP) problem. Note that all
inputs of SACReg can be obtained via off-the-shelf meth-
ods: relevant database images can be obtained using image
retrieval techniques [29, 49, 78], while the sparse 2D-3D
correspondences are a by-product of map construction pro-
cedures, i.e., obtained using dedicated sensors or Structure-
from-Motion (SfM) pipelines [58].

In summary, our first contribution is to introduce a
generic model for scene-agnostic coordinate regression. It
uses a Vision Transformer (ViT) [20] to encode query and
a database image, as illustrated in Figure 2. Database im-
age tokens are augmented with their provided sparse 2D-3D
correspondences, using a transformer decoder. Afterward,
another transformer decoder combines these augmented to-
kens with those extracted from the query image, which are
further processed by a convolutional head to regress dense
3D scene coordinates and an associated pixelwise confi-
dence map. Finally, predictions made separately for each
database image are fused based on the confidence values.

As a second contribution, we propose to regress an en-
coding of the 3D coordinates rather than the raw 3D co-
ordinates. Doing so solves a major limitation of existing
scene-agnostic approaches which assume small scenes with
zero-centered coordinate systems and cannot generalize to
unbounded scenes [66, 82]. To that aim, we introduce an
invertible and noise-resistant cosine-based encoding of 3D
coordinates. We show that it can generalize effortlessly to
arbitrary coordinate ranges at test time.

As a third contribution, we show that the augmented
database tokens (combining image and associated 2D-
3D correspondences) can be pre-computed and compactly
stored for faster inference. Specifically, using simple prod-
uct quantization (PQ) [30], we achieve compression rates
over 30 for VGA images with no loss of performance, re-
ducing the storage needs from 3.7MB to 115kB per image.
This simple scheme significantly outperforms recent com-
pression approaches for visual localization and sets a new
state of the art of database footprint.

Lastly, we report on par or better performance than ex-
isting state-of-the-art SCR approaches on multiple bench-
marks without any finetuning. To ensure generalization, we
initialize the network weights with cross-view completion
pretraining (CroCo) [77, 79] and train on diverse sources:
outdoor buildings with the MegaDepth dataset [38], indoor
environments from the ARKitScenes [3] dataset and syn-
thetic data generated using the Habitat-Sim simulator [57].
In particular, we find that CroCo pretraining is a key ingre-
dient to the success of our approach. On the Aachen Day-
Night [56] and Cambridge-Landmarks [33] benchmarks,
SACReg outperforms current scene-specific and dataset-

specific SCR methods, while being competitive with state-
of-the-art structure-based methods [29].

2. Related work
Scene-specific coordinates regression. Several methods
have been proposed to estimate dense 3D coordinates for
a query image in a scene known at training time. Early
approaches [25, 60, 72] used regression forest models to
predict the correspondence of a pixel in a RGB-D frame
to its 3D world coordinate. More recent works [6–9, 19,
28, 36, 66, 80, 82, 87] have replaced regression forests
with CNN-based models that only require an RGB im-
age. For example, Brachmann et al. [6–9] train neural
networks for this task and combine them with a differen-
tiable RANSAC strategy for camera relocalization. Dong et
al. [19] and Li et al. [36] later introduce region classifica-
tion into their pipelines for effective scene memorization.
Huang et al. [28] propose to add a segmentation branch
to obtain segmentation on scene-specific landmarks, which
can then be associated with 3D landmarks in the scene to es-
timate camera pose. These methods are designed to memo-
rize specific scenes, making them hard to scale and imprac-
tical in many scenarios where the test scene is unknown at
training time. In contrast, our method can adjust at test time
to any environment for which a database of images is avail-
able, by relying on external image retrieval techniques.
Scene-agnostic coordinates regression with dense
database 3D points. More related to our work are the
scene-agnostic methods of [66, 82]. They regress dense
scene coordinates given some reference views for which
dense coordinates are already available. Their methods are
also limited to small scenes with unit-normalized world
coordinates. In contrast, our approach only requires sparse
annotations and imposes no restriction on coordinate range,
making it better suited to large-scale environments.
Image-based localization consists in estimating 6-DoF
camera pose from a query image. Different approaches can
be used towards that goal, and SCR is one of them. Re-
cently, learning-based methods in which the pose of a query
image is directly regressed with a neural network have been
proposed [4, 10, 31, 33, 74, 75]. By training the network
with database images and their known ground-truth poses
as training set, they learn and memorize the relationship
between RGB images and associated camera pose. These
direct approaches however need to be trained specifically
for each scene. This issue was somehow solved by rel-
ative pose regression models [1, 2, 18, 88], which train
a neural network to predict the relative pose between the
query image and similar database image found by image re-
trieval. However, their performance tends to be inferior to
structure-based methods [26, 29, 58, 62]. Structure-based
visual localization frameworks use sparse feature matching
to estimate the pose of a query image relative to a 3D map
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Figure 2. Overview of the SACReg architecture for a given pair of query and relevant database image. Both images are first encoded by
a vision transformer, then sparse 2D-3D correspondences are used to augment the encoded tokens of the database image with geo-spatial
information. A decoder jointly processes both sets of tokens and outputs a dense 3D coordinate map and an associated confidence map
using a specific head. Database images can be encoded offline with their 2D-3D annotations and compressed for better test-time efficiency.

constructed from database images using SfM techniques,
such as those employed in [58]. This involves extracting
2D features from images using interest point detectors and
descriptors [17, 21, 35, 40–42, 45, 50, 52, 69, 71, 76, 84],
and establishing 2D-3D correspondences. A PnP problem is
solved using variants of RANSAC [23], which then returns
the estimated pose. However, the structure-based methods
have to store not only 3D points but also keypoints de-
scriptors, and maintaining the overall localization pipeline
is complex. Our approach in contrast does not require to
store keypoints descriptors, is arguably simpler, and can use
highly compressed database representations, thus reducing
the storage requirement.
Database compression for visual localization. Compress-
ing the database while maintaining localization accuracy is
important for scalable localization systems. For structured-
based methods, most techniques rely on selecting a compact
but expressive subset of the 3D points. K-cover method and
its follow-up works [11, 12, 14, 37] reduce the number of
3D scene points, maintaining even spatial distribution and
high visibility. Some other methods [22, 43, 46, 83] for-
mulate the problem with quadratic programming (QP) to
optimize good spatial coverage and visual distinctiveness.
Another approach for compression is feature quantization:
descriptors associated to 3D points can be compressed into
binary representation [13] or using quantized vocabular-
ies [54]. In the field of SCR, the recent NeuMap [67] ap-
proach leverages a latent code per voxel and applies code-
pruning to remove redundant codes.

3. The SACReg model
After describing our scene-agnostic coordinate regression
model (Section 3.1), we then detail our robust coordinate
encoding and associated training loss (Section 3.2). We
finally present the application to visual localization (Sec-
tion 3.3) and training details (Section 3.4).

3.1. Model architecture

Our model takes as input a query image Iq and a mapped
database images Ib for which sparse 2D-3D annotations are

available, denoted as V = {(pj ,vj)} where vj ∈ R3 is a
3D point expressed in a world coordinate system visible at
pixel pj . It then predicts a 3D coordinate point for every
pixel in the query image. In the more realistic case where
multiple database images are relevant to the query, we per-
form independent predictions between the query and each
database image with the model described below, and fuse
predictions afterward (see Section 3.3).
Overview. Figure 2 shows an overview of the model archi-
tecture. First, the query image is encoded into a set of to-
ken features with a Vision Transformer [20] (ViT) encoder.
The same encoder is used to encode the database image,
but this time the resulting database features are augmented
with geo-spatial information from the sparse 2D-3D annota-
tions. This is achieved using a transformer decoder referred
to as 3D Mixer in the following. The next step consists
in transferring geo-spatial information from the augmented
database features to the query features using a transformer
decoder. Finally, a prediction head outputs dense 3D coor-
dinates for each pixel of the query image, see Figure 3. We
now detail each module: the image encoder, the 3D mixer,
the decoder and the prediction head.
Image encoder. We use a vision transformer [20] to en-
code the query and database images. In more details, each
image is divided into non-overlapping patches, and a lin-
ear projection encodes them into patch features. A series of
transformer blocks is then applied on these features: each
block consists of multi-head self-attention and an MLP. In
practice, we use a ViT-Base model, i.e., 16×16 patches with
768-dimensional features, 12 heads and 12 blocks. Follow-
ing [79, 81], we use RoPE [64] relative position embed-
dings. As a result of the ViT encoding, we obtain sets of
token features denoted Rq for the query and Rb for the
database image respectively.
3D mixer. We then augment the database tokens Rb with
geo-spatial information encoded by the sparse 2D-3D cor-
respondence set V , yielding the augmented tokens R′

b =
3Dmixer (Rb,V). To that aim, we encode the 3D coordi-
nates using a cosine point encoding ϕ before feeding them
to an MLP (see next Section 3.2 for details on ϕ). We
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Figure 3. Regression examples on Aachen-Day. Our model predicts a dense 3D coordinates point map and a confidence map (5th and 6th

columns) for a given query image (4th column) using reference images retrieved from a SfM database (1st, 2nd, 3rd columns). Only the first
3 reference images (out of K = 8) are depicted. 3D coordinates and confidence are colorized for visualization purposes, and areas with a
confidence below τ = exp(0) are not displayed. Best viewed in color.

then use a series of transformer decoder blocks, where each
block consists of a self-attention between image tokens, a
cross-attention that shares information from all point tokens
with these image tokens, and an MLP. We find that alter-
nating between image-level and point-level decoder blocks
improves the performance, and we refer to the supplemen-
tary material for more details and ablative studies on the 3D
mixer architecture.
Decoder. The next step is to transfer information from the
database, i.e., from R′

b, into the query features Rq . We
again rely on the cross-attention mechanism of a generic
transformer decoder, i.e., a series of blocks, each composed
of self-attention between the token features, cross-attention
with the database tokens R′

b and an MLP, yielding aug-
mented query features R′

q .
Prediction head. We finally reshape R′

q from the last trans-
former decoder block into a dense feature map and apply a
convolutional head. Specifically, we first linearly project
the features to 1024 dimensions, then apply a sequence of
6 ConvNeXt blocks [39], with a PixelShuffle [59] operation
every two blocks to increase the resolution while halving
the channel dimension. For a 224×224 input image, we get
a 142 × 1024 token map after the initial projection, which
is gradually expanded to 282 × 512, 562 × 256 and finally
2242 × d, d being the output dimension.

3.2. Generalization and training loss

Output space. A naive approach consists in setting d = 3,
i.e., trying to directly regress dense 3D points {v̂} ∈ R3

from the regression head. This is possible and could be
trained with a standard ℓ1 or ℓ2 regression loss, but is subject
to a major limitation. At test time, the network is typically
unable to regress coordinates outside the range seen during

training. Thus, except for small scenes, it cannot generalize
to new datasets (see Section 4.2).

Instead, we propose to regress a higher-dimensional 3D
point encoding ϕ(v) ∈ (S1)d/2 ⊂ [−1, 1]d, with d ≫ 3.
We design ϕ with several desirable properties holding for
any given v ∈ R3: (i) ϕ is an injective mapping, with an
inverse projection ϕ−1 such that ϕ−1(ϕ(v)) = v; (ii) the
input space of ϕ−1 is the unit-circle product (S1)d/2 ⊂
[−1, 1]d, whose high dimension enables error-correcting
mechanisms in ϕ−1. Thanks to these properties, our method
can handle any coordinate at test time.

Point encoding. Assuming uncorrelated x, y and z coor-
dinates, we can decompose ϕ(v) = [ψ(x), ψ(y), ψ(z)] and
define ψ(x) as:

ψ(x) = [cos(f1x), sin(f1x), cos(f2x), sin(f2x), . . .] (1)

where the fi’s are frequencies defined as fi = f0γ
i−1,

i ∈ {1, . . . , d/6}, with f0 > 0 and γ > 1. In practice, we
set f0 and γ such that the periods of the lowest and highest
frequencies f1 and fd/6 approximately correspond to the
maximum scale of a query scene (e.g. 300 meters) and the
desired spatial resolution (e.g. 0.5 meter). The encoding di-
mension d then becomes a parameter that controls the level
of redundancy. d must be carefully chosen, as too small
encodings are not noise-resistant enough, while too large
encodings may demand too much capacity for the decoder.
The inverse mapping ψ−1 efficiently solves a least-square
problem of the form ψ−1(y) = argminx ∥y − ψ(x)∥2, see
the supplementary material and [51].

Regression loss. As for the naive regression case, we apply
a standard ℓ1 regression loss to train the network:

Lreg(v, ŷ) = |ϕ(v)− ŷ| , (2)
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where ŷ ∈ Rd is the network output and v is the corre-
sponding ground-truth 3D point. We further exploit the re-
lation between pairs of adjacent components of ϕ(v), based
on the equality cos2(fix)+sin2(fix) = 1. Before applying
the Lreg loss, we thus ℓ2-normalize each pairs of consecu-
tive components of ŷ. We empirically find that this helps
the training significantly.
Pixelwise confidence. Regressing coordinates is inevitably
harder, or even impossible, for some parts of the query im-
age such as the sky or objects not visible in database images.
We therefore jointly predict a per-pixel confidence τ > 0
that modulates the regression loss (2), following [32]:

LSCR(v, ŷ, τ) = τLreg(v, ŷ)− log τ. (3)

τ can be interpreted as the confidence of the prediction: if
τ is low for a given pixel, the corresponding Lreg loss at
this location will be down-weighted. The second term of
the loss incites the model to avoid being under-confident.
The estimated confidence can also serve to fuse predictions
from multiple database images, as well as for the PnP pose
estimation step, see Section 3.3.

3.3. Application to visual localization

We now present how our model can be applied to predict
the camera pose of a given query image from a small set
of relevant database images with sparse 2D-3D point corre-
spondences. An overview of our visual localization pipeline
is shown in Figure 1.
Image retrieval. Given a query image, we first follow
the same retrieval step than for standard feature-matching-
based localization approaches [29, 53, 55]. Namely,
we utilize off-the-shelf image retrieval methods such as
HOW [70], AP-GeM [49] or FIRe [78] to obtain a short-
list of K relevant database images for a given query image.
Sparse 2D-3D annotations. Our model takes as input
sparse 2D-3D correspondences for each database image. To
get them, we randomly subsample 2D points from the dense
RGB-D data and reproject them in 3D using the known
camera poses, when available. If not, we rely on standard
Structure-from-Motion pipelines [58] during which 2D key-
point matches between images are used to recover the cor-
responding 3D point locations and the camera poses. This
process directly yields a set of 2D-3D correspondences for
each database image. In practice, we use the output of
COLMAP [58] with SIFT [40] keypoints.
Multi-image fusion strategy. To mitigate the potential
presence of outliers returned by the image retrieval module,
we fuse the predictions from the top-K relevant database
images. We first compute the augmented database features
R′

b for each image Ib separately, with b = 1 . . .K. We then
feed each (Rq , R′

b) pair to the decoder, gathering each time
the dense coordinate and confidence output maps. The fi-
nal aggregation is then simply done pixelwise. We fuse all

results by keeping, for each pixel i, the most confident pre-
diction according to the estimated confidence {τ ib}b=1...K .
Predicting camera poses. The output of our model is
a dense 3D coordinate map and corresponding confidence
map, see Figure 2. To perform visual localization, we first
filter out all unconfident predictions, i.e., points for which
the confidence is inferior to the median confidence. We then
use an off-the-shelf PnP solver to obtain the predicted cam-
era pose. Specifically, we rely on SQ-PnP [68] with 4096
2D-3D correspondences sampled randomly, 10,000 itera-
tions and a reprojection error threshold of 5 pixels.
Database compression. Since spatially-augmented
database features R′

b do not depend on the query image
(see Figure 2), they can thus be computed offline once
and stored. Raw representations require a few megabytes
(MB) of storage per database image, similar to standard
feature-based localization methods. We find however that
they can be significantly compressed with negligible loss
of performance. Namely, we employ Product Quantization
(PQ) [30], which is a simple and effective technique consist-
ing of splitting vectors into multiple sub-vectors and vector-
quantizing [24] them into byte codes (see the supplementary
material for more details). Note that all the compression
parameters (e.g. codebooks) are scene-agnostic as well, i.e.,
trained once and for all.

3.4. Training details

We initialize the weights of the encoder and the decoder
with CroCo v2 pretraining [79], which we find crucial
for the success of our approach. We train our model on
512×384 images, but perform a first training stage with
224×224 images while freezing the encoder, i.e., fine-
tuning only the 3D mixer and the decoder for 100 epochs
with a fixed learning rate of 10−4 to reduce overall training
costs. Training is then performed at higher resolution for 40
epochs with a cosine decay learning rate schedule.
Data. We train our model on datasets that cover various sce-
narios for robustness: MegaDepth [38] contains SfM recon-
struction of 275 (mainly) outdoor scenes, ARKitScenes [3]
consists of indoor house scenes, and Habitat of synthetic
indoor scenes derived from HM3D [48], ScanNet [16],
Replica [63] and ReplicaCAD [65] rendered using Habitat-
Sim [57]. These three datasets provide dense depth esti-
mates and camera poses, thus allowing to train our model in
a fully-supervised manner. We use 100K query from each
dataset (300K in total). For each query, we use FIRe [78] to
retrieve beforehand a shortlist of K similar images.
Augmentation. We apply standard random crop and color
jitter during training. For robustness to possible triangula-
tion noise, we augment 5% of the sparse 3D points with
simulated depth noise. We also apply random geometric
3D transformation to scene coordinates for better general-
ization. Namely, we apply random 3D rotation followed by
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Point encoding Aug Camb. ↓ 7scenes ↓ Aachen-Night ↑
(x, y, z) ∈ R3 1.69 0.11 0.0 / 0.0 / 0.0
(x, y, z) ∈ R3 ✓ 14.43 2.89 0.0 / 2.1 / 44.5
ϕ(·) ∈ [−1, 1]24 ✓ 0.47 0.11 22.0 / 46.6 / 89.5
ϕ(·) ∈ [−1, 1]36 ✓ 0.43 0.11 22.0 / 47.1 / 90.6
ϕ(·) ∈ [−1, 1]48 ✓ 0.55 0.11 23.6 / 40.8 / 87.4

Table 1. Ablation on 3D point encoding. Aug=Augmentation.

Pretraining Frozen Camb. ↓ 7scenes ↓ Aachen-Night ↑
- - 1.14 0.19 5.2 / 20.4 / 66.0

CroCo v2 - 0.54 0.14 18.3 / 37.7 / 85.3
CroCo v2 Encoder 0.43 0.11 22.0 / 47.1 / 90.6

Table 2. Ablation on pretraining and encoder freezing.

random scaling in the range [1/2, 2] and random translation
in [−1000m, 1000m]3.

4. Experiments
After describing the test datasets (Section 4.1), we present
ablations in Section 4.2 and provide visualizations of the at-
tention in Section 4.3. We then compare our approach to the
state of the art in visual localization without (Section 4.4)
and with compression (Section 4.5), and finally evaluate the
accuracy of the regressed coordinates (Section 4.6).

4.1. Datasets and metrics

Cambridge-Landmarks [33] consists of 6 outdoor scenes
with RGB images from videos and small-scale landmarks.
7 Scenes [61] consists of 7 indoor scenes with RGB-D im-
ages from videos. Each scene has a limited size, and the im-
ages contain repeating structures, motion blur, and texture-
less surfaces.We do not use the depth data of the query im-
age during inference.
Aachen Day-Night v1.1 [56, 86] contains 6,697 database
images captured at day time, and 1015 query images in-
cluding 824 taken during daytime (Aachen-Day) and 191
during nighttime (Aachen-Night).
Metrics. For Cambridge and 7-Scenes, we report the me-
dian translation error. For Aachen, we report the percent-
age of successfully localized images within three thresh-
olds: (0.25m, 2°), (0.5m, 5°) and (5m, 10°).

4.2. Ablative study

We now ablate the main design, architectural and and train-
ing choices of our approach. We perform all ablations using
a lower image resolution of 224×224 with a single retrieved
image (K = 1). For each ablation table, we put a gray back-
ground color on the row with default settings.
Validation sets and metrics. We report the visual lo-
calization performance on a selected subset of 5 diverse
and relatively challenging datasets: 7scenes-stairs, 7scenes-
pumpkin, Cambridge-GreatCourt, Cambridge-OldHospital
and Aachen-Night. For 7scenes and Cambridge-

Regression head Channels Camb. ↓ 7scenes ↓ Aachen-Night ↑
Linear x, y, z, τ 0.94 0.12 11.0 / 31.9 / 84.3

ConvNeXt xyzτ 0.64 0.11 19.9 / 39.8 / 88.0
ConvNeXt xyz, τ 0.61 0.11 15.7 / 41.4 / 87.4
ConvNeXt x, y, z, τ 0.43 0.11 22.0 / 47.1 / 90.6

Table 3. Ablation on regression head.

Train res. Test res. Camb. ↓ 7scenes ↓ Aachen-Night ↑
224×224 224×224 0.43 0.11 22.0 / 47.1 / 90.6
512×384 512×384 0.21 0.10 39.3 / 63.4 / 94.8
512×384 640×480 0.20 0.07 45.5 / 68.6 / 94.8
512×384 768×512 0.24 0.07 45.5 / 70.2 / 93.7

Table 4. Impact of training and test image resolution.

Landmarks, we report the averaged median translation er-
ror, while for Aachen-Night we report the localization ac-
curacy for the 3 standard thresholds.
Robust coordinate encoding. We first study in Table 1 the
impact of different point encoding schemes. Notably, we
observe that direct coordinate regression is only successful
when the train and test output distributions are aligned. This
is the case for 7-scenes, or Cambridge to a lesser extent,
as they are small and well-centered around the origin. For
larger scenes with unconstrained coordinates (like Aachen),
direct regression utterly fails. One way to mitigate this is-
sue is to augment 3D coordinates at training time, e.g. us-
ing random translations (see Section 3.4). Augmentations
somehow improve the situation for Aachen-Night, but the
performance overall strongly degrades for Cambridge and
7scenes. In contrast, the cosine-based encoding ϕ proposed
in Section 3.2 effectively deals with indoor and outdoor
scenes in any coordinate ranges. We find optimal to use
6 frequencies, yielding d = 36-dimensional outputs.
Impact of CroCo pretraining. Table 2 shows that pre-
training the ViT encoder and decoder with CroCo v2 [79]
self-supervised objective is key to the success of our ap-
proach. Without CroCo pretraining, the performance sig-
nificantly drops, which is explained by the fact that CroCo
essentially learns to compare and implicitly match images,
which is empirically verified in Section 4.3. We hypoth-
esize that CroCo pretraining also ensures generalization,
since the pretraining set (7M pairs) is much larger than our
training dataset. Another illustration of this benefit is that
the performance further improves when we freeze the ViT
encoder during this training step, meaning that pretraining
with CroCo effectively learns image representations already
fit for our coordinate regression task.
Separate heads. We experiment with different architec-
tures for the regression head, this time aiming at exploiting
priors of the output space. Recall that for each pixel, we
ultimately predict 4 values: 3 spatial components (x, y and
z) and a confidence τ . A priori, these four components have
no reason to be correlated. In fact, predicting them jointly
could turn detrimental if there is a risk for the network to
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Figure 4. Two example visualizations of the cross attention be-
tween query and reference (left and right image, resp.) images
in the decoder. We plot the top-20 cross-attention scores as red
lines between 16x16 image patches of their corresponding tokens.

learn false correlations. Therefore, we compare: (i) as a
baseline, a simple linear head, which is the same as 4 in-
dependent linear heads (one per component); (ii) regressing
the 4 components jointly using the same head; (iii) regress-
ing the spatial and confidence components separately; (iv)
regressing all 4 components separately, in which case we
still use the same prediction head with shared weight for all
spatial x, y and z components after an independent linear
projection. From Table 3, option (iv) clearly yields the best
performance, while the linear heads is the worst option.
Image resolution can have a strong impact on the test per-
formance. Table 4 shows that test performance generally
increases as a function of image resolution. Interestingly,
the model is able to generalize to higher resolution at test
time, as training in 512× 384 and testing on higher resolu-
tions consistently yields better results. In the following, we
always test on 640× 480 images.

4.3. Visualization of internal attention

To better understand how the network is able to perform
the coordinate regression task, we visualize in Figure 4 the
highest cross-attention scores in the decoder, displayed as
patch correspondences between corresponding tokens. In-
terestingly, we observe that the decoder implicitly performs
image matching under the hood. In a sense, this is expected
since to solve the task, the model has to essentially perform
a matching-guided interpolation/extrapolation of the known
reference coordinates to the query image. Note that it learns
to implicitly perform matching without any explicit super-
vision for this task (i.e., only from the regression signal).

4.4. Visual localization benchmarking

We compare our approach to the state of the art for vi-
sual localization on indoor (7-scenes) and outdoor datasets
(Cambridge-Landmarks, Aachen-DayNight). We compare
to learning-based approaches as well as a few representa-
tive keypoint-based methods such as Active Search [55]
and HLoc [53]. Results are presented in Table 5, Ta-
ble 6 and Figure 5, with SACReg and SACReg-L denot-
ing the proposed method using a ViT-Base or ViT-Large
encoder backbone respectively. On the indoor 7-Scenes
dataset, our method obtains similar or slightly worse per-
formance compared to other approaches, but overall still

Aachen-Day ↑ Aachen-Night ↑

K
pt

s Active Search [55] 57.3 / 83.7 / 96.6 28.6 / 37.8 / 51.0
HLoc [53] 89.6 / 95.4 / 98.8 86.7 / 93.9 / 100

L
ea

rn
in

g-
ba

se
d DSAC [6] 0.4 / 2.4 / 34.0 -

ESAC (50 experts) [8] 42.6 / 59.6 / 75.5 -
HSCNet [36] 65.5 / 77.3 / 88.8 22.4 / 38.8 / 54.1
NeuMap [67] 76.2 / 88.5 / 95.5 37.8 / 62.2 / 87.8

SACReg, K = 20 85.3 / 93.7 / 99.6 64.9 / 90.1 / 100.0
SACReg-L, K = 20 85.8 / 95.0 / 99.6 67.5 / 90.6 / 100.0

Table 5. Comparison to the state of the art on Aachen.

ShopFacade↓ OldHospital↓ College↓ Church↓ Court↓

K
pt

s Active search [55] 0.12, 1.12 0.52, 1.12 0.57, 0.70 0.22, 0.62 1.20, 0.60
HLoc [53] 0.04, 0.20 0.15, 0.3 0.12, 0.20 0.07, 0.21 0.11, 0.16

L
ea

rn
in

g-
ba

se
d

DSAC++ [7] 0.06, 0.3 0.20, 0.3 0.18, 0.3 0.13, 0.4 0.20, 0.4
DSAC* [9] 0.05, 0.3 0.21, 0.4 0.15, 0.3 0.13, 0.4 0.49, 0.3
KFNet [87] 0.05, 0.35 0.18, 0.28 0.16, 0.27 0.12, 0.35 0.42, 0.21
HSCNet [36] 0.06, 0.3 0.19, 0.3 0.18, 0.3 0.09, 0.3 0.28, 0.2
SANet [82] 0.1, 0.47 0.32, 0.53 0.32, 0.54 0.16, 0.57 3.28, 1.95
DSM [66] 0.06, 0.3 0.23, 0.38 0.19, 0.35 0.11, 0.34 0.19, 0.43
SC-wLS [80] 0.11, 0.7 0.42, 1.7 0.14, 0.6 0.39, 1.3 1.64, 0.9
NeuMap [67] 0.06, 0.25 0.19, 0.36 0.14, 0.19 0.17, 0.53 0.06, 0.1
SACReg, K=20 0.05, 0.29 0.13, 0.25 0.13, 0.18 0.06, 0.22 0.12, 0.08
SACReg-L, K=20 0.05, 0.28 0.13, 0.24 0.11, 0.18 0.06, 0.20 0.13, 0.08

Table 6. Comparison to the state of the art on Cambridge with
the median translation (m) and angular (◦) errors.

performs well with a median error of a few centimeters.
On outdoor datasets, the proposed methods strongly out-
performs other learning-based methods, in particular other
scene-specific or scene-agnostic coordinate regression ap-
proaches like [6, 8, 9, 66, 67, 80, 82]. This is remarkable
because, in contrast to any other learning-based approaches,
SACReg is directly applied to each test set without any fine-
tuning. In other words, our approach works out of the box
on test data that were never seen during training. Interest-
ingly, it even reaches the performance of keypoints-based
approaches such as Active Search [55] or HLoc [53].

4.5. Database compression

One important limitation of the proposed method so far is
the large volume of the pre-computed database image rep-
resentations, if stored uncompressed. Indeed, considering
an input resolution HW ≜ 640 × 480, and a ViT-Base
architecture with a patch size of 16px, an encoded image
R′

b requires 3.69MB of storage. Product quantization (Sec-
tion 3.3) allows a significant storage reduction with negligi-
ble loss of performance. We use a codebook of 256 features
per block, and vary the number of blocks for reaching dif-
ferent compression rates.
Results. During an offline phase, we compute, compress
and store the representations of all database images. At
test time, we reconstruct the full token features from the
stored codebook indices and the corresponding codebooks.
To alleviate the performance drop due to quantization, we
slightly finetune the model for one additional epoch us-
ing compressed database features as inputs (considered as
frozen), with a learning rate of 10−4 and a cosine-decay
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Chess ↓ Fire ↓ Heads ↓ Office ↓ Pumpkin ↓ Kitchen ↓ Stairs ↓

K
pt

s Active search [55] 0.04, 1.96 0.03, 1.53 0.02, 1.45 0.09, 3.61 0.08, 3.10 0.07, 3.37 0.03, 2.22
HLoc [53] 0.02, 0.79 0.02, 0.87 0.02, 0.92 0.03, 0.91 0.05, 1.12 0.04, 1.25 0.06, 1.62

L
ea

rn
in

g-
ba

se
d

RelocNet [2] 0.12, 4.14 0.26, 10.4 0.14, 10.5 0.18, 5.32 0.26, 4.17 0.23, 5.08 0.28, 7.53
CamNet [18] 0.04, 1.73 0.03, 1.74 0.05, 1.98 0.04, 1.62 0.04, 1.64 0.04, 1.63 0.04, 1.51
DSAC++ [7] 0.02, 0.5 0.02, 0.9 0.01, 0.8 0.03, 0.7 0.04, 1.1 0.04, 1.1 0.09, 2.6
KFNet [87] 0.02, 0.65 0.02, 0.9 0.01, 0.82 0.03, 0.69 0.04, 1.02 0.04, 1.16 0.03, 0.94
HSCNet [36] 0.02, 0.7 0.02, 0.9 0.01, 0.9 0.03, 0.8 0.04, 1.0 0.04, 1.2 0.03, 0.8
SANet [82] 0.03, 0.88 0.03, 1.12 0.02, 1.48 0.03, 1.00 0.04, 1.21 0.04, 1.40 0.16, 4.59
DSM [66] 0.02, 0.68 0.02, 0.80 0.01, 0.8 0.03, 0.78 0.04, 1.11 0.03, 1.11 0.04, 1.16
SC-wLS [80] 0.03, 0.76 0.05, 1.09 0.03, 1.92 0.06, 0.86 0.08, 1.27 0.09, 1.43 0.12, 2.80
NeuMaps [67] 0.02, 0.81 0.03, 1.11 0.02, 1.17 0.03, 0.98 0.04, 1.11 0.04, 1.33 0.04, 1.12
SACReg, K=20 0.03, 0.94 0.03, 1.12 0.02, 1.08 0.04, 1.10 0.05, 1.38 0.05, 1.36 0.05, 1.44
SACReg-L, K=20 0.03, 0.94 0.03, 1.03 0.02, 1.16 0.03, 1.06 0.05, 1.41 0.04, 1.35 0.06, 1.62
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Figure 5. Evaluations on 7-Scenes. Left: visual localization. Comparison with the state of the art in terms of median translation (m) and
angular (◦) errors. Right: SCR. Distribution of coordinate prediction errors (first and last quartiles, deciles, and median) w.r.t. relative (top
plot where we keep the x% most confident predicted points for each image) and absolute confidence (bottom plot where we show statistics
for all points with a confidence above a given threshold). Errors are typically below 10cm, and correlate well with the predicted confidence.
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Figure 6. Compression experiments. We report the localization
performance on Aachen as a function of the database storage size.

Method Size ↓ Aachen-Day ↑ Aachen-Night ↑
SACReg (3.69MB/img) 30.16 85.3 / 93.7 / 99.6 64.9 / 90.1 / 100.0

NeuMap (8m, 100) [67] 1.26 80.8 / 90.9 / 95.6 48.0 / 67.3 / 87.8
SACReg+PQ (154kB/img) 0.96 85.3 / 93.9 / 99.6 62.8 / 88.0 / 100.0

SACReg+PQ (58kB/img) 0.36 81.1 / 91.4 / 99.5 59.7 / 88.0 / 100.0
Squeezer [83] 0.24 75.5 / 89.7 / 96.2 50.0 / 67.3 / 78.6
SACReg+PQ (29kB/img) 0.18 76.6 / 89.8 / 98.9 53.9 / 82.2 / 100.0
NeuMap (10m, *) [67] 0.17 76.2 / 88.5 / 95.5 37.8 / 62.2 / 87.8
Cascaded [13] 0.14 76.7 / 88.6 / 95.8 33.7 / 48.0 / 62.2
SACReg+PQ (14kB/img) 0.09 61.8 / 81.4 / 98.2 41.9 / 66.0 / 98.4

Table 7. Results with compression compared to the state of
the art on Aachen Day-Night. The ‘Size’ column represents the
compressed dataset size in gigabytes. We highlight in bold opti-
mal values lying on an accuracy-versus-compression Pareto front.

scheduler. This step is still scene-agnostic and is performed
once for all. In Figure 6, we report the performance on
Aachen while varying the number of blocks of PQ quantiza-
tion. We observe that the performance remains similar with
a compression factor up to 32, i.e., effectively reducing the
database storage size from about 30GB (3.69MB/img) to
0.96GB (154kB/img). Beyond this point, the performance
gracefully degrades, such that for a compression factor of
128, our method is still able to obtain more than 80% accu-
racy at 50cm&5° on Aachen-Night.
Comparison with the state of the art. In Figure 6 and Ta-
ble 7, we compare our approach on the Aachen dataset with

other scene-compression methods such as NeuMap [67],
which directly regress the 3D coordinates of a given set
of 2D keypoints using learned neural codes, and other
scene compression methods such as Cascaded [13] and
Squeezer [83], which are based on feature matching. Our
approach achieves similar or better results compared to all
other methods under similar compression ratios. Addition-
ally, it is noteworthy to point out that, unlike NeuMap, we
did not train our model on the Aachen dataset at all.

4.6. Scene coordinates regression

Lastly, to evaluate the regression performances of SACReg,
we apply our model on 7-Scenes, which provides dense
ground-truth annotations. Using a shortlist size of K = 8,
we predict the 3D coordinates and corresponding confi-
dence for each pixel of the test images. We obtain a median
and mean error of 4.2cm and 13.2cm respectively. Results
furthermore validate that confidence predictions are mean-
ingful, as errors tends to get smaller when the confidence
increases (Figure 5, top right). Confidence can thus be used
as a proxy to filter out regions where errors are likely to be
large (Figure 5, bottom right, and black regions in Figure 3).

5. Conclusion

We introduce a novel paradigm for Scene Coordinates Re-
gression with a model predicting pixelwise coordinates for
a query image based on database images with sparse 2D-
3D correspondences. Our single model can be applied for
visual localization in novel scenes of arbitrary scale with-
out re-training, and outperforms other learning-based ap-
proaches that are trained for a single or a few small specific
scenes. Its database representations can be pre-computed
offline for greater efficiency, and we furthermore show they
can be highly compressed with negligible loss of visual lo-
calization performance.
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