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Abstract

Alteration in facial features can lead to a significant drop
in recognition performance. These alterations can be due to
several factors: one such prominent and less explored fac-
tor is illicit drug abuse. To advance the understanding of
how drug abuse faces affect the performance of state-of-the-
art deep face recognition (DFR) networks, in this study, we
have utilized clean and illicit drug abuse faces. Extensive
studies are performed on deep face recognition and soft bio-
metric identification, such as gender, ethnicity, and expres-
sion recognition. It is observed that illicit drug abuse not
only impacts the identity recognition performance but also
degrades the soft biometrics identification accuracy. There-
fore, to advance the integrity of DFR, we have performed
the detection of illicit drug abuse as a potential solution to
its mitigation. In the end, the robustness of the drug abuse
face detector is evaluated under the prominent use of social-
media filters on face images.

1. Introduction

Face recognition technology is widely used in modern so-
ciety and a variety of industries, such as digital payment
services, social networking platforms, and security systems.
Its widespread adoption is attributed to its ability to swiftly
authenticate and identify individuals, offering unparalleled
convenience and security. However, external factors may
compromise the effectiveness of face recognition systems,
increasing the risk of inaccurate outcomes and denial of ser-
vice [4, 14, 16, 20, 27]. One such prominent factor that can
affect the performance of face recognition networks is illicit
drug abuse. Drug abuse can cause asymmetry in lips and
mandibular structure, increasing susceptibility to infections
and face swelling. Other visible effects include dark circles,
severe runny nose, irritations, swelling, sores, and itching,
resembling acne and wounds [11]. Considering the increas-
ing prevalence of face recognition technology in our daily

lives, denying service based on facial alterations induced by
illicit drug abuse, even to individuals undergoing rehabilita-
tion, raises ethical and practical concerns. Although current
facial recognition algorithms have achieved remarkable per-
formance levels [28], even surpassing human-level perfor-
mance [18], they remain highly vulnerable to such external
factors [1, 19, 24, 31]. Given these factors, further research
on the effects of drug abuse on facial recognition technolo-
gies is crucial which is still limited in the literature. Hence,
this paper for the first time presents a thorough examina-
tion of the visible effects of drug abuse on facial features
and their implications for face recognition and soft biomet-
ric attribute prediction. We assert that an evaluation can
deepen our understanding of the vulnerabilities of the cur-
rent deep face recognition (DFR) algorithms. Based on the
analysis obtained on the sensitivity of DFRs, detection of
drug abuse faces, and its challenging mitigation through tra-
ditional image enhancement methods, we demand sophisti-
cated networks to address this challenge. This advancement
can ensure the continued acceptability and reliability of fa-
cial recognition technology across diverse societal contexts.

2. Related Work

Interestingly, a limited amount of work has been done to un-
derstand the impact of illicit drug abuse on face recognition.
The current literature is divided into two forms of studies:
(i) understanding the vulnerability of traditional face recog-
nition algorithms and (ii) classification of a subject as a
drug addict or non-addict, e.g. Raghavendra et al. [24] have
studied the impact of drug abuse on hand-crafted feature-
based face recognition algorithms. The authors have used
the Local Binary Patterns (LBP), and Binarised Statistical
Image Features (BSIF) and the recognition has been per-
formed using Sparse Representation Classifier (SRC). On
a similar line, Yadav et al. [31] have performed a prelim-
inary analysis on the effect of drug abuse on commercial
and handcrafted feature-based face recognition algorithms.
Pandey et al. [22] have proposed a transformation-based ap-
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proach utilizing a scattering wavelet network to improve
face recognition performance under the influence of drug
abuse. Gnansekar et al. [12] and Gupta et al. [15] have
proposed the framework for the classification of subjects as
addict or nonaddict.

As can be seen, the existing literature does not ade-
quately tackle the issue of illicit drug abuse including the
vulnerability of state-of-the-art (SOTA) deep face recogni-
tion networks such as ArcFace [9] and FaceNet [25]. The
prime reason for such is the unavailability of illicit drug
abuse datasets. While few works performed the preliminary
study in understanding the effect of illicit drug abuse on
handcrafted feature-based face recognition algorithms and
commercial algorithms, there is no study on whether the
prediction of soft biometric attributes will also be affected
due to the impact of illicit drug abuse. To address these lim-
itations, we have performed a comprehensive study by an-
alyzing state-of-the-art (SOTA) deep face recognition net-
works for face identification and soft attribute prediction.
Subsequently, we assert that if we can identify whether the
face image in question is clean or drug-addicted, we can ap-
ply an image enhancement to mitigate the impact of drugs
on drug-addicted faces to boost recognition performance.
In the end, we have proposed a drug abuse face detector us-
ing pre-trained convolutional neural networks (CNNs). The
motivation of the above experiment can be observed from
existing studies, e.g. [2, 6] tackle the issue of camera inter-
operability by first identifying the camera and later applying
the camera-based selected enhancement on iris images to
boost the performance. Inspired by this multi-level defense
strategy, for the first time we have performed a preliminary
study to evaluate whether traditional image enhancement
techniques can mitigate the impact of illicit drug abuse. It is
observed that general image enhancement can not mitigate
the impact of drug abuse and hence demands the develop-
ment of sophisticated enhancement techniques to mitigate
the impact of illicit drug abuse.

3. Impact of Drug Abuse on Face Recognition
In this research, we studied the impact of illicit drug abuse
on face identification and soft biometrics attribute predic-
tion. First, we present a brief overview of the drug abuse
face dataset. Later, the experimental results and analysis
concerning face identification and soft attribute prediction
have been provided.

3.1. Drug Abuse Faces (DAF)

To overcome the limitation of the illegal drug datasets, re-
cently, Dhake and Agarwal [10] have proposed a dataset
‘Drug Abuse Faces’ containing two classes: ‘after’, featur-
ing images of faces post-drug consumption, and ‘before’,
consisting of images of faces before drug consumption, pre-
senting a clean baseline unaffected by illicit drugs. Overall,

Figure 1. Visualization of a few samples from Drug Abuse Faces
showcasing ’before’ and ’after’ class images. The faces will be
blurred and/or eye strips will be added later to protect the privacy
of the users.

the dataset comprised 230 images from 115 subjects. The
illustration provided in Figure 1 showcases samples depict-
ing faces affected by drug abuse.

3.2. Effect of Deep Face Recognition

Our research endeavors to address a drawback of existing
studies that took an effort to understand the vulnerability of
traditional face recognition networks but left space to ex-
amine deep face recognition networks. Therefore, to eval-
uate deep face recognition under the influence of drugs,
we have chosen several SOTA deep face recognition net-
works including VGG-Face (VGG) [23], ArcFace (AF) [9],
FaceNet (F-Net) [25], OpenFace (OF) [7], FaceNet512 (F-
Net512) [13], SFace (SF), and DeepID [21]. By scrutinizing
their sensitivity, our study aims to identify vulnerabilities
and performance variations across architectures, contribut-
ing to the overarching goal of enhancing the dependabil-
ity and precision of facial recognition systems. Since the
propossed dataset contains one before and after drug abuse
image of each subject, we have utilized the Style-Based Re-
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gression Model (SAM) [5] to generate a third image from
the clean image and use that image as a gallery image for
face identification. The primary reason for such unavail-
ability of images is the sensitivity of the topic and privacy
of different individuals1.

It is observed that the VGG-Face model yields the high-
est clean face recognition accuracy of 91.30% surpassing
each of the deep face models used. However, the other
state-of-the-art (SOTA) face recognition models such as Ar-
cFace (AF) and FaceNet (F-Net) models also yield signif-
icantly high clean face accuracies of 89.57% and 84.35%,
respectively. Interestingly, a discernible decline in accuracy
is observed across each model when analyzing post-drug
abuse images, e.g. VGG-Face which yields the best clean
image face recognition accuracy suffers a drop of 17.39%.
Similarly, FaceNet suffers a drop from 84.35% to 33.04%.
This decline in recognition performance underscores the po-
tential impact of drug abuse on facial recognition systems,
emphasizing the need for adequate address of this under-
explored topic. The detailed results highlighting the vul-
nerability of different deep face recognition models are re-
ported in Table 1.

Table 1. Comparative evaluation of face recognition accuracy (%)
of deep models using pre and post-drug abuse images.

Model VGG AF F-Net OF F-Net512 SF DeepID

Before 91.3 89.6 84.3 30.4 66.9 84.3 81.7
After 73.9 58.3 33.0 0.0 13.0 39.1 16.5

3.2.1 Robustness Under Social Media Filters

It is well known that in the social media age, the major-
ity of facial images undergo social media filters to enhance
their visual appearance2. Therefore, in the first-ever study
we have studied the impact of multiple ‘Instagram’ filters on
both clean and drug abuse faces to analyze the impact of so-
cial media filtering on deep face recognition networks. It is
interesting to note that, filtering does not yield a significant
impact on the clean face recognition performance on VGG-
Face and ArcFace. The performance of these 2 networks de-
grades in the range of 0− 2.6% across different filter types.
While F-Net also reflects the high robustness on Inkwell,
Moon, and Xpro2 filter, its performance on clean images
drops to 8.7%. Interestingly, each network is found highly
sensitive when Instagram filters drug abuse faces come for
recognition, e.g. the accuracy of SOTA VGG drops from
73.9% on original drug abuse images to 33.0% when the

1In the future, we aim to utilize diffusion models to generate synthetic
drug abuse faces.

2https://kaptur.co/statistics-how-filters-are-used-by-instagrams-most-
successful-users/

Xpro2 filter is applied to the drug abuse faces. This exten-
sive experimental analysis shown in Table 2 demonstrates
that not only the effect of the drug needs to be dealt with
but also social media filtering can further increase the sen-
sitivity of each deep face recognition network.

3.3. Soft Biometric Identification

Our above analysis demonstrates that the deep face models
are highly sensitive to illicit drug abuse faces for identifica-
tion. In this section, we moved one step further to evaluate
their sensitivity to soft biometrics such as gender, ethnicity,
and expression classification. First, we present the analysis
of gender identification followed by the analysis of ethnicity
identification. In the end, the results and sensitivity discus-
sion around expression classification are provided.

3.3.1 Impact on Gender Detection

We have used the VGG-Face model which yields the SOTA
performance above for face identification. It is observed
that the VGG-Face is not only found effective for identifi-
cation but also gender classification and yields an accuracy
of 83% when clean images are provided for analysis. How-
ever, similar to identification, a significant drop in gender
classification is observed. On drug abuse, a gender classi-
fication accuracy of 64% is observed which is 19% lower
than on clean images. Table 3 provides detailed results of
gender classification in terms of accuracy, precision, recall,
and F-1 score for gender detection. The confusion matrix
shown in Table 4 demonstrates an interesting fact that fe-
male images observed the misclassification while male gen-
der remains intact, reflecting the high chance of biases in
gender detection under the influence of drug abuse.

3.3.2 Impact on Ethnicity Detection

To further strengthen the quality of the research, we have
now studied the impact of drugs on ethnicity detection. It is
observed that the majority of the clean images are classified
as ‘White’ race followed by the Latino Hispanic. Surpris-
ingly a significant drop in the detection of the ‘White’ race
is observed, and no impact of drug abuse on Latino His-
panics and Indian races is noticed. Interestingly, few races
such as Asian, Middle Eastern, and Black have observed an
increase in the number of images classified under the influ-
ence of drug abuse. The findings, detailed in Figure(s) 2
and 3, reveal variations in ethnicity data, with 24.35% of
instances demonstrating changes.

3.3.3 Impact on Expression Detection

So far, it has been observed that deep face models are sensi-
tive not only to face identification but also to gender and eth-
nicity/race classification. To further demonstrate whether
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Table 2. Sensitivity of deep face recognition models under the influence of social media filters. Both clean and drug abuse faces are filtered
with several popular Instagram filters namely Inkwell, Moon, Xpro2, and Earlybird.

Social Media Filters
Filter Original Inkwell Moon xpro2 Earlybird

Model Before After Before After Before After Before After Before After

VGG 91.3 73.9 90.4 64.3 91.3 68.7 91.3 33.0 89.6 66.1
AF 89.6 58.3 87.0 56.5 87.0 54.8 87.0 13.0 87.8 53.04
F-Net 84.3 33.0 82.6 35.6 83.5 31.3 80.0 5.2 75.6 24.3
OF 30.4 0.0 13.0 0.0 14.8 0.0 25.2 0.0 18.3 0.9
FNet512 67.0 13.0 57.4 12.2 58.3 12.2 61.7 2.6 53.0 10.4
SF 84.3 39.1 81.7 30.4 82.6 30.4 81.7 2.6 78.3 32.2
DeepID 81.7 16.5 42.6 0.9 60.9 5.22 51.3 20.0 67.8 20.9

Table 3. Gender classification performance on clean and drug
abuse faces highlighting the sensitivity of deep face model in the
soft biometrics classification.

Images Precision Recall F-1 Score Accuracy

Before 0.83 0.87 0.83 0.83
After 0.73 0.72 0.64 0.64

Table 4. Confusion matrix of gender classification for clean and
drug abuse faces.

Predicted →
True ↓

Before After
Male Female Male Female

Male 39 1 39 1
Female 18 57 40 35

Figure 2. Impact of drug abuse on ethnicity recognition: Compari-
son of ethnicity detection results before and after substance abuse.

these models are sensitive in handling any other soft bio-
metric modality, we performed experiments for expression
detection. Figure 4 demonstrates a decline in occurrences of

Figure 3. Variations in Ethnicity Detection Before and After Drug
Abuse: An Analysis of Changes in Ethnicity Data

neutral facial expressions, accompanied by a significant in-
crease in expressions of sadness and anger after drug abuse,
suggesting a shift towards more negative emotional states.
The increasing prevalence of the ‘disgust’ category high-
lights the intricate nature of emotional changes linked to
drug abuse.

3.4. Mitigation of Drug Abuse and Noises

We assert that since impact of illicit drugs leaves a signifi-
cant impact on the quality of faces which can be in the form
of scars and dark spots. Further, the dataset used is collected
from unconstrained (‘in-the-wild’) online domains having
issues with image quality such as noisy and blurred images.
Therefore, one question that can be asked is whether image
processing can mitigate the impact of drug abuse and help
improve the performance of deep face recognition models.
For that, we have applied several image enhancement tech-
niques such as median blur, Gaussian blur, and morphologi-
cal image opening, each followed by image sharpening. The
results reported in Table 5 showcase that while VGG-Face
yields the highest accuracy, it does not show any improve-
ment in the recognition performance after image enhance-
ment. Nevertheless, a few face recognition models, such as
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Figure 4. Detected emotion analysis which provides insights that
drug abuse leads to increased sadness and angry emotions

Table 5. Impact of image processing techniques on mitigating the
impact of drug abuse on face recognition.

Technique VGG AF F-Net OF F-Net512 SF DeepID

Original 68.7 50.4 30.4 0.9 10.4 35.6 13.9
Median Blur 65.2 53.9 28.7 1.7 11.3 35.6 16.5
Guassian Blur 68.7 55.6 29.6 1.7 11.3 39.1 17.4
Image Opening 65.2 53.0 27.8 0.9 13.9 23.5 11.3

ArcFace (AF) and SFace (SF) show a boost of 5.2% and
3.5%, respectively reflecting a potential that sophisticated
image filtering can degrade the impact of drug abuse fac-
tors. Out of all the processing techniques, Gaussian blur
is found the most effective processing medium to mitigate
the impact of drug abuse. It is to be noted here that while
existing studies have evaluated that drug abuse affects the
recognition performance of handcrafted features and com-
mercial face recognition, no study evaluated the impact on
soft biometrics prediction and analyzed the robustness of
image processing techniques to mitigate the impact of drug
abuse face alterations.

4. Detection of Drug Abuse Face Identification
In another potential solution to mitigate the impact of drug
abuse, we have performed experiments to detect whether a
face in question is a drug abuse-altered face or a clean face.
We assert that this detection can help in first segregating
the clean faces from the drug-altered faces and later the de-
tected altered images can only be used for specific enhance-
ment to boost the recognition performance. It will save the
cost of applying preprocessing by only enhancing the drug-
altered faces and can act as a tradeoff between accuracy and
computational cost.

Table 6. Performance of traditional machine learning classifiers
on drug vs. clean image classification using image pixels.

Classifier Precision Recall F1 Score Accuracy AUC-ROC

SVM 0.42 0.32 0.43 0.36 0.49
Decision Tree 0.58 0.28 0.38 0.54 0.54
KNN 0.33 0.32 0.33 0.34 0.30
Random Forest 0.52 0.44 0.48 0.52 0.46
Logistic Regression 0.42 0.32 0.36 0.44 0.49

We have utilized both traditional machine learning ap-
proaches and deep convolutional neural networks to per-
form binary classification: drug vs. non-drug (or clean).
Since it is observed that the effect of illicit drugs brings dis-
tortion in facial features, therefore, we believe image pixels
might have cues to filter out the drug abuse images. Based
on this assertion, we have performed the binary classifica-
tion utilizing the image pixels coupled with traditional but
powerful machine learning classifiers such as support vec-
tor machine (SVM) and decision trees. The dataset is first
divided into training and testing sets where the training set
contains 180 images of both classes and the remaining 50
images are used for evaluation. For a thorough evaluation
of the performance, we have used several metrics including
accuracy, precision, recall, F1 score, and AUC-ROC score.

4.1. Detection using Traditional Methods

The results of binary classification using image pixels cou-
pled with machine learning classifiers are reported in Table
6. Out of all the classifiers used, the decision tree yield
the highest performance. However, it is observed that the
classifier yields poor recall but has a higher precision value
leading to an overall lower F-1 score. Whereas the random
forest classifier shows slightly lower accuracy but yields
comparable precision and recall values. Overall it can be
mentioned that image pixels are not sufficient to detect drug
abuse images. The prime reason can be understood that im-
ages are acquired from Internet sources (in-the-wild), and
hence clean images can exhibit similar distortion present
in drug abuse images. Further, environmental factors, in-
cluding image acquisition, reduce the inter-class separation
leading to poor classification performance.

To mitigate the impact of image pixels on drug abuse
face classification, we employ a hybrid approach where
we utilize state-of-the-art (SOTA) convolutional neural net-
works (CNN) for feature extraction and traditional classi-
fiers for image classification. Further, it is observed that
the dimensionality of extracted features is significantly high
as compared to the number of training images; therefore,
to avoid a potential issue of overfitting, we performed di-
mensionality reduction using principal component analysis
(PCA). The number of components (n) in PCA is varied in
the range from 50 to 150 to assess the impact on classifica-
tion performance. Table 7 presents classification results for
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Table 7. Effectiveness of CNN features coupled with machine
learning classifiers for drug abuse face detection.

Model PCA n=50 PCA n=100 PCA n=150

VGG 16 + SVM 0.74 0.70 0.72
Xception + SVM 0.70 0.68 0.70
DenseNet + SVM 0.66 0.64 0.66
InceptionV3 + SVM 0.70 0.78 0.78
VGG 16 + DT 0.66 0.58 0.70
Xception + DT 0.56 0.56 0.64
DenseNet + DT 0.68 0.62 0.50
InceptionV3 + DT 0.64 0.60 0.64
VGG 16 + RF 0.78 0.72 0.76
Xception + RF 0.68 0.68 0.64
DenseNet + RF 0.66 0.68 0.60
InceptionV3 + RF 0.76 0.66 0.62

Table 8. Drug abuse face classification using fine-tuned CNNs.

CNN Precision Recall F1 Score Accuracy AUC-ROC

VGG 16 0.75 0.60 0.67 0.70 0.79
Xception 0.70 0.64 0.67 0.68 0.70
InceptionV3 0.79 0.76 0.78 0.78 0.88
DenseNet 0.81 0.84 0.82 0.82 0.88

various CNN models combined with machine learning clas-
sifiers and reduced PCA configurations. VGG16 combined
with random forest achieved the highest accuracy across all
classifiers and CNNs. It is to be noted that the effectiveness
of VGG + random forest (RF) compared to other models is
agnostic to different reduced feature dimensional space.

4.2. Drug Abuse Detection using CNN

Inspired by the success of CNNs as a feature extractor for
drug abuse face detection, we have fine-tuned these pre-
trained state-of-the-art CNNs for drug image classification.
For that, a trainable dense layer is added and all other lay-
ers of the pre-trained CNN are kept frozen to balance the
trade-off between accuracy and the computational cost. The
results reported in Table 8 showcase that the DenseNet [17]
yields state-of-the-art performance surpassing each network
by a significant margin, e.g. the DenseNet model yields an
accuracy of 82% in comparison to 70%, 68%, and 78%
achieved by VGG16 [26], Xception [8], and Inception mod-
els [29], respectively. It is to be noted that the performance
surpasses the accuracy obtained when the CNNs are used
as a feature extractor. When we analyze the performance of
individual networks on specific classes, it is observed that
each classifier is effective in handling the before-drug abuse
class (original/clean images) but is less effective in the after-
drug abuse class except DenseNet.

Further, since face images are one of the most popular
mediums of communication they have been extensively up-
loaded on social media platforms where enhancing the qual-

ity of face images is a popular practice. As shown earlier,
these filter-based enhancements drastically impact the per-
formance of face recognition networks [3, 30]. Therefore,
before assuring the effectiveness of DenseNet in detecting
drug abuse faces, we have evaluated its effectiveness against
social-media-based filter enhancement. For that, we applied
4 popular Instagram filters to the test set of the proposed
dataset and generated 200 images in total. ‘The classifier
trained on original images is used to evaluate these unseen
enhanced images’.

Similar to face identification, it is observed that these
Instagram filters including ‘Inkwell’, ‘Moon’, and ‘Xpro2’
drastically reduce the detection performance of DenseNet
(the best-performing network). For instance, when the
Moon filter-based enhancement is applied to face images;
the accuracy of the model drops from 82% to 76%. How-
ever, interestingly, the filter does not impact the perfor-
mance of the after-drug face class but affects the classifi-
cation of the before-drug abuse class. In other words, it
increases false negative errors. here we can observe that
VGG16 with Random Forest outperformed followed by in-
ceptionV3 with 78% and 76% accuracy.

5. Conclusion and Future Work
The proposed research rigorously addressed the impact of
drug abuse-induced alterations on deep face recognition al-
gorithms. Further, for the first time, the study extended
beyond recognition failures to highlight the significant im-
pact on gender and race classification. Additionally, we
delved into the intricate dynamics of behavioral and emo-
tional changes post-drug abuse. It is observed that drug al-
teration not only affects the identification performance but
significantly affects the detection of several other soft bio-
metrics attributes as well. It is demonstrated that simple im-
age processing can not mitigate the impact of drug-induced
alteration demanding the development of a sophisticated
image enhancement technique. In the end, we have per-
formed the drug vs. clean image classification; however,
the most effective network is found vulnerable to social
media filtering-based image enhancement. In the future,
we aim to extend the dataset and develop an advanced im-
age enhancement technique to mitigate the impact of drug
abuse.
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