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Abstract

A Compound Expression Recognition (CER) as a sub-
field of affective computing is a novel task in intelligent
human-computer interaction and multimodal user inter-
faces. We propose a novel audio-visual method for CER.
Our method relies on emotion recognition models that fuse
modalities at the emotion probability level, while decisions
regarding the prediction of compound expressions are based
on the pair-wise sum of weighted emotion probability distri-
butions. Notably, our method does not use any training data
specific to the target task. Thus, the problem is a zero-shot
classification task. The method is evaluated in multi-corpus
training and cross-corpus validation setups. We achieved
F1 scores of 32.15% and 25.56% for the AffWild2 and C-
EXPR-DB test subsets without training on target corpus
and target task, respectively. Therefore, our method is on
par with methods developed training target corpus or target
task. The source code is publicly available from https:
//elenaryumina.github.io/AVCER/.

1. Introduction

A Compound Expression Recognition (CER) as a part of
affective computing is a novel task in intelligent human-
computer interaction and multimodal user interfaces. It en-
tails the automated identification of compound emotional
states in individuals, which may include combinations of
two or more basic emotions such as: Fear, Happiness, Sad-
ness, Anger, Surprise, and Disgust.

Over the last two decades, research efforts in the field
of automatic expression analysis have predominantly fo-
cused on identifying six basic emotions [12, 34]. How-
ever, these methods fail to fully capture the complexity of
everyday emotional expressions. Individuals often exhibit
Compound Expressions (CEs), such as Fearfully Surprised,
Happily Surprised, Sadly Surprised, Disgustedly Surprised,

Angrily Surprised, Sadly Fearful, Sadly Angry, which are
combinations of basic emotions. These CEs underscore the
need for more comprehensive models capable of capturing
the subtleties inherent in human’s emotional expressions.

Existing methods for CER predominantly focus on the
visual modality [24, 38]. These methods use both dy-
namic [24, 38, 39] and static [22, 37, 41] deep models, re-
lying on facial action units [12, 22, 23]. The audio mod-
els used in the first two audio-visual methods are based on
spectrograms [12, 39]. However, to train a model for CER,
it is necessary to have relevant data comprising balanced
samples for each class, collected under uncontrolled condi-
tions, containing multimodal data, and being large enough
to train deep neural network models. Nevertheless, chal-
lenges in annotating CEs [12] contribute to the scarcity of
such corpora. An exception is the C-EXPR-DB corpus [10–
12, 20], a part of which is presented as the test set in the 6th
Workshop and Competition on Affective Behavior Analy-
sis in-the-Wild (ABAW) [21]1. Another CE corpus is the
Multi-modal compound Affective database for facial ex-
pression recognition in the Wild (MAFW) [24], access to
which is limited.

In this paper, we present a novel method for audio-visual
CER. Our method does not utilize the CE labelled data as
training data; rather, it includes models trained for basic
emotion recognition. Decisions regarding predicted CEs are
determined by the pair-wise sum of weighted emotion prob-
ability distributions. This approach enables us to address
the problem of insufficient publicly available data with CEs.
Moreover, CEs comprise various pair combinations of basic
emotions, rendering the proposed method particularly valu-
able to the research community.

In summary, our main contributions are as follows:
• We introduce a novel audio-visual CER method based on

basic emotion recognition and analysis of emotion prob-
ability distributions through multimodal fusion.

1https://affective-behavior-analysis-in-the-wild.github.io/6th/
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Figure 1. Pipeline of the proposed audio-visual CER method.

• We present a method for audio-visual emotion recogni-
tion based on multi-corpus and cross-corpus research.

• We provide new baseline performance scores for the
recognition task of the seven basic emotions on the Vali-
dation subsets of the AffWild2 [15] and Acted Facial Ex-
pressions in The Wild (AFEW) [5] corpora.
The remainder of this paper is organized as follows. In

Section 2, we analyze the State-of-the-Art (SOTA) methods
for CER. Section 3 outlines our proposed methods. Our
research corpora, experimental results and discussions are
presented in Section 4. Finally, in Section 5, we summarize
the study and consider potential future research.

2. Related Work

In this paper, we conduct research using the C-EXPR-DB
corpus for CER. We compare our proposed method with the
methods presented in the scope of the 6th ABAW Compe-
tition [21]. Several systems for CER were proposed in this
challenge, including our contribution [36].

Savchenko [37] presented an audio-visual method based
on emotion recognition. The author used the Wav2Vec2 [1]
model to extract features from raw audio signals and sev-
eral static convolutional and transformer models trained on
emotion recognition to extract scores and features from the
face regions. CER was carried out at the score level and
clustering of features.

Yu et al. [43] and Wang et al. [41] proposed visual meth-
ods with several static models trained on the target task.
In both methods, the authors used the Real-world Affective
Faces Database (RAF-DB) annotated with CEs to optimize
their models. It is noteworthy that Wang et al. [41] also used
the visual language pre-trained models called Claude32 to
annotate the C-EXPR-DB test samples.

2https://www.anthropic.com/claude

Zhang et al. [46] developed an ensemble audio-visual
method. Unlike previous methods, this method is based on a
dynamic CER model. Convolutional features are extracted
from audio spectrograms and face regions, which are then
concatenated and fed to transformers. The final CE predic-
tions are based on the voting of predictions of several mod-
els. To train the models, the authors used a private corpus
annotated with CEs.

In the methods proposed by [41, 43, 46], additional cor-
pora annotated with CEs were used to train models. There-
fore, our method is comparable to the methods proposed
in [37] because neither uses models trained for the target
task and therefore are zero-shot approaches. In general, our
method uses a dynamic (spatiotemporal) model next to a
static visual model. Moreover, our visual models were not
trained on the AffWild2 corpus [15], which is similar to the
target corpus. We intentionally did not train visual models
on similar corpora to increase and fairly assess their gener-
alizability to new corpora.

3. Proposed Method

A pipeline of the proposed audio-visual CER method is
shown in Figure 1. The method accepts a multimedia file
as an input. Then, it performs the necessary pre-processing
for each modality, including face region detection and audio
data extraction. The pre-processed data are input to three
models, which output the probability distribution of rec-
ognized emotions. A weighting of the probability of three
models is then applied. The resulting probabilities are pair-
wise summed to obtain the probability distribution for CE
prediction.
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3.1. Video Models

We use the RetinaFace3 model [4] for face region detec-
tion. However, relying only on a detector is insufficient;
it is necessary to perform post-processing on the detected
face regions, including determining the target person, re-
moving erroneously detected face regions, etc. Since using
only a static model is insufficient, for example, transition-
ing from one expression to another may involve a neutral
state or other intermediate states [35]. Our method inte-
grates static and dynamic visual models to recognize CEs.

Static visual model (VS). As a static model for affec-
tive state recognition (comprising six basic emotions and
a neutral state), we utilize the ResNet50 model [8] pre-
trained on face recognition4. The model extracts discrimi-
native features from faces useful for transfer learning in our
task. We initialize the model with pre-trained weights and
then fine-tune it to recognize affective states without freez-
ing its layers. We extend the model for feature extraction
and classification by adding two Fully Connected Layers
(FCLs) comprising 512 and 7 neurons, respectively. In the
proposed method, we use a static model to detect affective
states in each frame and extract features from every N th

frame (where N is the frame step size). We use these fea-
tures as inputs for the dynamic model.

Dynamic visual model (VD). The model designed for
analyzing dynamically changing affective states operates on
2-second segments or 10 frames. To produce 10 frames
within two seconds, the frame rate of each video is reduced
to five Frames Per Second (FPS). The proposed model com-
prises two Long Short-Term Memory (LSTM) layers, with
512 and 256 neurons, respectively. It also includes a classi-
fication layer consisting of 7 neurons.

To enhance the generalizability of the video mod-
els, several augmentation techniques are applied, namely
MixUp [45] and Label Smoothing [29]. These techniques
help reduce the models’ confidence levels in their basic
emotion predictions, enabling them to identify multiple
emotions with varying degrees of certainty in the frames.
All the models are trained using the Adam optimizer with
a learning rate of 1e-4 for 30 epochs and the Cosine An-
nealing Cold Restart Learning Scheduler [26] with five rate
restart cycles. More details on the training of the visual
models are presented in [34].

3.2. Audio Model

In addition to extracting audio signals from multimedia
files, we detect voice activity, which is applied during the
training and validation and not during testing, where we
need frame-wise predictions. Two approaches are used for
this purpose, depending on the corpus used. The first one

3https://github.com/hhj1897/face detection
4https://github.com/rcmalli/keras-vggface

employs an audio-based Voice Activity Detection (VAD)5.
The second one relies on the video modality, analyzing
video data frame by frame. We extract facial landmarks
using MediaPipe [28], subsequently, the mouth landmarks
are identified and the region of interest is extracted. We use
it to determine whether the target speaker’s mouth is open
or closed. We employ this method due to the specificity of
the training acoustic data, which may include background
noises, making it challenging to identify the target speaker.
Then, 4-second segments with a step of two seconds are
formed on the detected segments of voice activity. In addi-
tion, to obtain the target label of a window, we compute the
most frequent frame-wise label.

Sequence-to-One acoustic model. We proposed two
slightly different models. The backbone of both mod-
els is the pre-trained public dimensional emotional model
(PDEM) [40] that is based on the Wav2Vec2 model. This
model was pre-trained using the regression emotion dimen-
sions (arousal, valence, and dominance) from the MSP-
Podcast corpus [27]. On top of the model, we stack two
transformer layers with self-attention mechanisms, each
with 32 and 16 heads. After the last transformer layer, we
aggregate the information along the time axis and apply a
FCL with seven or eight neurons, depending on the number
of classes. We fine-tune all the layers from the top to the last
two (W2V2-7cl) or four (W2V2-8cl) encoding layers of the
backbone model for models with seven and eight neurons,
respectively.

In the vein of the video model, Label Smoothing [29]
is also used for the audio model to reduce the confidence
of the model. The remaining training hyper-parameters are
identical to those of the video model.

3.3. Modality Fusion

The proposed modality fusion method uses three models to
represent emotion probability distributions. Each model ex-
hibits varying prediction confidences for different emotions.
Therefore, we employ a hierarchical probability weighting
before predicting CEs. The importance of models and prob-
abilities is considered in the first weighting. The weight
matrix W is generated using the Dirichlet distribution:

W =

 w11 w12 · · · w1C

...
...

. . .
...

wM1 wM2 · · · wMC

 , (1)

where W ∈ RM×C , M is the number of models and C is
the number of emotion classes. The weight matrix is gener-
ated such that the weights for the three models of each class
sum up to one. After the first weighting, new probabilities
for each model are calculated using the following formula:

P̄M = PM × wM , (2)
5https://github.com/snakers4/silero-vad
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where PM = [pM1, pM2, ..., pMC ] is the probability vec-
tor for the model M , wM = [wM1, wM2, ..., wMC ] is the
weight vector for the model M . In the second weighting,
only the importance of the models is taken into account. A
weight vector V of size M is generated with one value for
each model. The vector values are generated in the range
[0.01, 0.5] with an increment of 0.005. A final probability
vector P̂ is obtained using the following formula:

P̂ =

M∑
i=1

P̄i × vi, (3)

where vi ∈ V . W and V are weights that remain consis-
tent across all test samples. This hierarchical weighting en-
hances performance measures for both basic emotion recog-
nition and CE recognition by considering the contribution
of each constituent model. The final probability vector is
then used for CER.

3.4. Rule-based Decision-Making Method

We apply two rules to make decisions regarding the pre-
dicted CEs. The first rule (Rule 1) allows for certain emo-
tion predictions and is based on masking probabilities that
fall below the minimum threshold (1/7, since C=7) for emo-
tion prediction. This rule is exclusively applied to the out-
puts of Dirichlet-based fusion method, e.g., P̄ probability
vectors. The probability vector is updated according to the
following condition:

P̄z =

{
0, p̄E < 1/7
p̄E , otherwise

, (4)

where p̄E is the probability of the emotion E. For the Rule
1, according to the probabilities of the basic emotions E1

and E2 ∈ {Neutral (Ne), Anger (An), Disgust (Di), Fear
(Fe), Happiness (Ha), Sadness (Sa), Surprise (Su)}, the CE
probability c̄pE1,E2 is calculated using a simple pair-wise
probability sum:

c̄pE1,E2 = p̄E1
z + p̄E2

z . (5)

The second rule (Rule 2) is based on weighting the fre-
quency of emotions occurring in CEs. In the CE Recog-
nition Challenge, we aim to develop a method for recog-
nizing seven CEs: Fearfully Surprised, Happily Surprised,
Sadly Surprised, Disgustedly Surprised, Angrily Surprised,
Sadly Fearful, and Sadly Angry. The occurrence frequency
of each emotion differs among these pairs. For example, the
emotion of Surprise is more frequent than the others; there-
fore, this emotion does not allow distinguishing between
the respective CEs. We assumed that the use of emotion
weights can enhance the importance of the probability of
less represented emotions. The weight vectors, CW1 and
CW2, determine the weights of the first and second emo-
tions in pairs of CEs. The weight vectors, whose paired

Table 1. Weights of basic emotions used for CER. E1 and E2 refer
to the first and second emotion in a pair, CW1 and CW2 to the
weights for the first and second emotion in a pair.

CE class E1 CW1 E2 CW2

Fearfully Surprised Fear 5/7 Surprise 2/7
Happily Surprised Happiness 6/8 Surprise 2/8
Sadly Surprised Sadness 4/6 Surprise 2/6
Disgustedly Surprised Disgust 6/8 Surprise 2/8
Angrily Surprised Anger 5/7 Surprise 2/7
Sadly Fearful Sadness 4/9 Fear 5/9
Sadly Angry Sadness 4/9 Anger 5/9

values sum to one (see Table 1), are determined a priori
considering the frequency of the basic emotions in CEs.

To exemplify, using Rule 2, the probability value for the
Fearfully Surprised CE, c̄pFe,Su, is calculated based on the
established weights (see Table 1) and on the probabilities of
the basic emotions using the formula:

c̄pFe,Su = p̄Fe × cwFe,Su
1 + p̄Su × cwFe,Su

2 , (6)

where cwFe,Su
1 ∈ CW1 and cwFe,Su

2 ∈ CW2. This rule is
applied to the outputs of both Dirichlet-based (P̄ ) and the
hierarchical modality fusion (P̂ ) methods.

We also perform rule-free CER. To do this, we calculate
each CE probability by the pair-wise sum of emotion prob-
abilities (P̄ or P̂ ) using equation 5.

4. Experiments
In this section, we describe the research corpora, present the
experimental results, and discuss them.

4.1. Research corpora

The proposed audio-visual CER method is based on the
models designed for recognizing six basic emotions and a
neutral state.

Table 2. Summary information about the samples of the corpora
used for research.

Corpus # Samples # Hours
Train / Val. / Test subset Train / Val. / Test subset

AffectNet [30] 283901 / 3500 /– – / – / –
RAMAS [31] 1867 / – / – ≈05:00 / – / –
RAVDESS [25] 4152 / – / – ≈04:50 / – / –
CREMA-D [3] 3843 / – / – ≈01:10 / – / –
IEMOCAP [2] 5422 / – / – ≈07:00 / – / –
SAVEE [7] 480 / – / – ≈00:30 / – / –
AffWild2 [15] 248 / 70 / 228 ≈11:00 / ≈04:20 / ≈10:00
MELD [32] 9988 / – / – ≈09:00 / – / –
AFEW [5] – / 383 / – – / ≈00:15 / –
C-EXPR-DB [12] – / – / 56 – /– / ≈00:16

We use several corpora for training, validating and test-
ing the developed emotion recognition models. To train a
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Table 3. Experimental results of basic emotions and CE recognition.

ID Model Training corpus/corpora
Test corpus

AffWild2 (7cl) AFEW (7cl) C-EXPR-DB (7cl), F1
F1 UAR F1 UAR Rule 1 Rule 2 W/o rules

1 Static visual model, ResNet50 AffectNet 34.71 40.33 42.83 43.75 20.34 19.58 22.97

2 Dynamic visual model, LSTM RAMAS, RAVDESS, CREMA-D, 39.71 42.44 41.82 43.59 13.08 13.57 16.48IEMOCAP, SAVEE
3 Models 1 & 2 (Dirichlet-based weighing) – 40.95 45.64 43.37 43.98 17.53 17.62 20.87
4 Models 1 & 2 (hierarchical weighing) – 41.38 46.19 43.74 44.84 – 19.44 20.98
5 Seq-to-one acoustic model, W2V2-7cl AffWild2, MELD 31.11 30.76 22.88 26.81 11.97 12.85 14.03
6 Seq-to-one acoustic model, W2V2-8cl AffWild2, MELD 31.56 33.64 22.83 25.95 10.37 9.93 12.10
7 Models 1 & 2 & 5 (Dirichlet-based weighing) – 44.51 49.51 43.86 44.66 19.15 22.03 25.27
8 Models 1 & 2 & 5 (hierarchical weighing) – 42.77 49.98 43.09 43.55 – 17.56 18.95
9 Models 1 & 2 & 6 (Dirichlet-based weighing) – 46.79 51.79 44.81 45.66 21.14 22.01 25.26
10 Models 1 & 2 & 6 (hierarchical weighing) – 39.36 46.60 35.76 37.70 – 14.87 14.54

static video model, we use the AffectNet corpus [30]. This
corpus comprises an extensive collection of static facial im-
ages displaying spontaneous emotions. We use the RA-
MAS [31], RAVDESS [25], CREMA-D [3], IEMOCAP [2]
and SAVEE [7] corpora to train the dynamic visual model.
In contrast to AffectNet, these corpora were collected in of-
fice conditions, but contain dynamically changing expres-
sions. Therefore, the annotation quality is considered re-
liable, the facial images are more or less frontal and not
occluded. The multi-corpus training is deemed to improve
the model’s generalization ability to new data.

To train the acoustic model, we conduct a multi-corpus
training using the AffWild2 [13–19, 44] and MELD [32]
corpora. These corpora comprise recordings collected in
uncontrolled conditions and include various paralinguistic
elements in speech (such as laughter, shouting, etc.), mak-
ing the data more relevant to real-world scenarios in contrast
to the aforementioned corpora [6].

Validation of the acoustic and visual models and the op-
timization of the modality fusion weights are conducted on
the Validation subset of the AffWild2 corpus (the version
used in ABAW 2024). To avoid overfitting the models and
fusion weights for each corpus, we use the AFEW Valida-
tion subset [5] as an additional validation corpus. Finally,
the CER method is tested on the sequestered test subset of
the C-EXPR-DB corpus. To eliminate noise in the training
data, we select samples for which the annotation confidence
is above 60% for the RAMAS, CREMA-D, and IEMOCAP
corpora. The negative impact of such data on the general-
izability of the models is described in [33]. The general in-
formation about the corpora used is summarized in Table 2.

4.2. Experimental Results

To evaluate the effectiveness of the proposed method, we
use standard metrics for unbalanced data such as macro F1-
score (F1) and Unweighted Average Recall (UAR). The ex-
perimental results are presented in Table 3. Depending on
the corpus, the visual models show different performance;

Figure 2. Weights for different modality fusion. VS, VD, and A
refer to static visual, dynamic visual, and acoustic models, respec-
tively. Ne, An, Di, Fe, Ha, Sa, Su, Ot refer to the weights of seven
and others emotions used for Dirichlet-based weighting, Mo to the
weights of models used for hierarchical weighting.

the dynamic model outperforms the static model for Af-
fWild2, and vice versa for AFEW and C-EXPR-DB. Using
rules on C-EXPR-DB reduces CER performance for both
unimodal models and the multimodal fusion systems. This
result is unexpected, since the proposed rules are intended
to enhance CER performance by balancing the contribution
of each emotion in a pair of emotions. When the two visual
models are combined, the hierarchical weighting fusion is
slightly better than the Dirichlet-based weighting for both
tasks. However, counter to our expectations, when the two
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Figure 3. An example of CE prediction using video from the C-EXPR-DB corpus. VS, VD, A and AV refer to static visual, dynamic
visual, acoustic, and audio-visual models, respectively.

visual models are combined, the CER performance drops
by 1.99% compared to using only the static model.

We then evaluate the performance of the acoustic models
on the research corpora. Both acoustic models demonstrate
almost identical performance on AffWild2 and AFEW, but
on C-EXPR-DB, Model 5, trained to recognize seven emo-
tions, outperforms Model 6, trained to recognize eight emo-
tions, by 1.93%.

Finally, we fuse the acoustic and visual models by com-
paring various weighting schemes. The results show that the
Dirichlet-based fusion outperforms the hierarchical weight-
ing fusion on all research corpora. While Model 9 outper-
forms Model 7 for emotion recognition, they exhibit equal
performance on the C-EXPR-DB corpus. The fusion re-
sults of the three models indicate that the acoustic model
significantly contributes to improving the method’s perfor-
mance. At the same time, we consider Model 9 with an
acoustic model trained for eight emotion recognition as the
most generalizable to new corpora, since it demonstrates the
maximum average performance across the research corpora.
Thus, we present novel cross-corpus recognition benchmark
F1 performances of 46.79% and 44.81% for seven-class
emotion recognition tasks on the AffWild2 and AFEW cor-
pora, respectively. It is worth noting that the latest cross-
corpus UAR performance obtained by the visual model on
the AFEW corpus is 39.56% [9], which is 5.28% lower than
our visual model’s performance (39.56% vs. 44.84%).

To understand the significance of each model in the final
CE predictions, the fusion model weights are presented in
Figure 2. The analysis of the fusion weights involving only
the two visual models indicates a preference towards the dy-
namic model for predicting Di, Ha, and Sa emotions, while
favoring the static model for the predicting Fe and Su emo-
tions. The hierarchical weighting reduces the contribution
of the dynamic model. This weight distribution suggests

that considering the CE weighting (see Table 1), the method
bases its decision on the dynamic model for predicting, for
example, the Disgustedly Surprised and Happily Surprised
classes, whereas it relies on the static model for predicting
classes like Fearfully Surprised and Sadly Fearful.

The acoustic model trained on seven classes contributes
less to the final prediction than the model trained on eight
classes. For example, the first model has a strong im-
pact in predicting only the Sa emotion, whereas the second
model demonstrates a higher contribution in predicting An
and competes with the dynamic video model in predicting
Sa. Nevertheless, in both cases, the hierarchical weight-
ing leads to a complete disregard of the acoustic model,
consequently leading to a decrease in emotion recognition
performance. Thus, when combining three models, using
hierarchical weighting of emotion probability distribution
proves ineffective. The latter fusion (see Figure 2, bottom
sub-figure) demonstrates that the method bases its decision
on the acoustic model when predicting, for example, the
Angrily Surprised and Sadly Angry classes, while relying
on the static model to predict the Happily Surprised class.
The contribution of the dynamic model is considered when
predicting other CEs.

We also show an example of CER using Model 9 in Fig-
ure 3. From the frames depicted, it is clear that the woman
is experiencing negative CEs; none of the models make a
mistake by predicting Happily Surprised. The VS model
predicts four CEs, including Fearfully Surprised, Disgust-
edly Surprised, Sadly Fearful, and Sadly Angry. On the
other hand, the VD model predicts two of them, namely
Sadly Fearful and Disgustedly Surprised, while the acoustic
model (A) predicts only Sadly Angry. In this case, the fu-
sion of the emotion probabilities of all three models predicts
two CEs, Sadly Fearful and Sadly Angry. Subjectively, we
have a tendency to assume that the video represents CEs
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Table 4. Performance comparison (F1, %) of the SOTA methods.

Method Validation subset Test subset
AffWild2 (7cl) AffWild2 (8cl) AffWild2 (8cl) C-EXPR-DB (7cl)

Zhang et al. [46] – 55.55 50.05 55.26
Savchenko [37] 38.30 43.40 34.14 27.08
Yu et al. [42, 43] – 44.43 35.34 22.40
Ryumina et al. [36] (Ours) – – – 22.01
Wang et al. [41] – – – 18.45
Ours (w/o rules) 46.79 35.98 32.15 25.56

such as: Sadly Fearful, Sadly Angry, Angrily Disgusted
(this CE is not in the target classes).

A comparison between the results obtained using
Model 9 without applying rules and the SOTA results pro-
posed as a part of the 6th ABAW Competition is presented
in Table 4. Only two different methods including ours
[36, 37] do not use models trained for the CER task, the
rest methods [41, 43, 46] employ a task-specific training.
For the seven emotion recognition on the Validation sub-
set of the AffWild2 corpus, our method outperforms the
method [37] by 8.49% (46.79% vs. 38.30%). However,
for the eight emotion recognition on both the Validation
and Test subsets of the same corpus, our method performs
poorer than all methods. This outcome indicates that our
model is reliable in predicting basic emotions, but is infe-
rior in predicting non-basic emotions. This is because the
visual models are not trained to recognize other emotions in
the samples of the AffWild2 corpus, unlike the other pro-
posed methods [37, 41, 43, 46]. For the same reason, we
achieved 1.52% (25.56% vs. 27.08%) lower F1 in CER on
the C-EXPR-DB corpus compared to the method proposed
in [37]. This is due to the similar recording conditions and
annotation methodology used for both the target C-EXPR-
DB corpus and the AffWild2 corpus.

Thus, our results and comparisons with the SOTA meth-
ods show that we have developed one of the best audio-
visual methods for basic emotion recognition. Addition-
ally, we can claim that the developed method is suitable for
the zero-shot CER as it comprises three emotion prediction
models, with each assigned responsibility for predicting its
respective class during CER.

5. Conclusions

In this paper, we propose a novel audio-visual method for
CER. The method integrates three models, including the
static and dynamic visual models, as well as the acoustic
model. Each model predicts the emotion probabilities for
six basic emotions and the neutral state. The emotional
probabilities are then weighted using the Dirichlet distribu-
tion. Finally, a pair-wise sum of weighted emotion probabil-
ity distributions is applied to determine the compound emo-
tions. Additionally, we provide novel cross-corpus recog-
nition benchmark F1 performances of 46.79% and 44.81%
for seven emotion recognition on the Validation subsets of

the AffWild2 and AFEW corpora, respectively.
The experimental results obtained for CER demonstrate

that each model is responsible for predicting specific CEs.
For example, the acoustic model is responsible for predict-
ing the Angry Surprised and Sadly Angry, the static visual
model is responsible for predicting the Happily Surprised
class, and the dynamic visual model predicts other CEs
well. Using our proposed method, we obtain an F1 score
of 25.56% for CER on the C-EXPR-DB corpus. In our fu-
ture research, we aim to improve the generalization ability
of the proposed method by adding the text modality and in-
creasing the number of heterogeneous training corpora for
multi-corpus and cross-corpus studies.
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