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Abstract

Monocular 6-DoF pose estimation is crucial for space-
crafts to achieve precise navigation and positioning, and it
has gained increasing attentions in recent years. However,
spaceborne imaging quality is heavily influenced by spe-
cific factors such as varying illumination conditions, low
signal-to-noise ratio and high contrast. In addition, the
lack of sufficient labelled space data hampers the perfor-
mance of deep learning-based pose estimation methods. To
overcome these challenges, we propose a novel monocu-
lar 6-DoF pose estimation method for spacecrafts utilizing
self-iterative optimization and motion consistency. Firstly,
we reconstruct an initial 3D spacecraft model using man-
ually annotated 2D keypoints from several images, which
can generate the labels of 2D keypoints, heatmaps, and
bounding boxes for the entire training set. Subsequently, we
train a Multi-task Key-point Prediction Network (MKPNet)
model using these label information, and through an itera-
tive optimization process, refine both the 3D model and the
performance of MKPNet in predicting 2D keypoints. Addi-
tionally, we incorporate temporal information and motion
consistency from sequential images to smooth the pseudo-
labels of poses predicted by MKPNet during testing. This
smoothing process guides the self-training process of the
network model, leading to improved generalization and
pose estimation accuracy. In the SPARK 2024 Challenge,
our method achieves competitive results compared to the
state-of-the-art methods and outperforms the baseline re-
gression approaches by a significant margin.

1. Introduction

Monocular 6-DoF pose estimation is crucial for spacecrafts
to achieve precise navigation and positioning [10], enabling
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real-time acquisition of positional and rotational informa-
tion. This technology allows spacecrafts to autonomously
adjust poses in variable space environments, enhancing mis-
sion execution efficiency. Moreover, monocular 6-DoF pose
estimation provides stable and reliable pose information
during space missions, thereby strengthening the robustness
and fault tolerance of spacecraft [34].

Recently, various monocular 6-DoF pose estimation
methods have been proposed for spacecraft trajectory es-
timation, which can be broadly classified into two main
categories: direct end-to-end approaches and hybrid mod-
ular approaches. Direct end-to-end approaches, such as
those described in [36], [29], [4], [42] and [7], leverage
deep learning techniques to directly estimate the space-
craft’s pose from images. Convolutional neural networks
(CNNs) and Recurrent neural networks (RNNs) are com-
monly employed for the end-to-end pose estimation. These
approaches enable the learning of complex mappings be-
tween images and poses. However, they typically require a
substantial amount of annotated training data. Moreover, it
is challenging to ensure the generalization ability of these
models for spacecraft pose estimation. On the other hand,
hybrid modular approaches combine deep learning mod-
els with classical computer vision techniques for space-
craft pose estimation. These hybrid algorithms typically
consist of three common stages: spacecraft localization,
keypoint prediction and pose computation, as discussed in
[34]. Keypoint prediction methods [30], [35], [8], [16] in-
volve the detection of 2D keypoints in the monocular im-
ages, such as corners. The spacecraft’s pose is then esti-
mated by matching these key points across sequential im-
ages. Commonly used feature detection and matching algo-
rithms include SIFT [45], SURF [2], and ORB [40], which
can effectively extract crucial geometric information from
the images. Keypoint prediction techniques usually employ
model projection, feature matching, and optimization algo-
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rithms like RANSAC (RANdom SAmple Consensus) and
PnP (Perspective-n-Point) to achieve more accurate pose es-
timation [24], [14], [19].

To promote the advancement of spacecraft monocular 6-
DoF pose estimation, the SPARK2024 Challenge [38] has
been organized as part of the Al4Space workshop in con-
junction with CVPR 2024. The main objective of SPARK
2024 is to develop data-driven approaches for spacecraft se-
mantic segmentation and trajectory estimation. Spacecraft
trajectory estimation seeks to utilize temporal data to esti-
mate the 6-DoF pose of a spacecraft along a given trajectory.
However, unlike terrestrial applications, spaceborne imag-
ing quality is heavily influenced by specific factors such
as varying illumination conditions, low signal-to-noise ratio
and high contrast. In addition, the lack of sufficient labelled
space data hampers the performance of deep learning-based
pose estimation methods.

To overcome the above challenges, we propose a novel
monocular 6-DoF pose estimation method for spacecrafts
by utilizing self-iterative optimization and pose smooth-
ing. Firstly, we manually annotate the 2D keypoints of
several images to reconstruct a 3D model, which combines
with ground truth poses to generate the labels for 2D key-
points, heatmaps, and bounding boxes for the entire training
dataset. Then, a multi-task deep network is trained through
alternatively iterative optimization with the 3D model to im-
prove the prediction accuracy and refine the 3D keypoints.
Finally, the trained model generates pseudo-pose labels on
test set, and pose smoothing optimization is employed to
refine these labels which guides the model self-training to
improve pose estimation accuracy. Our method achieves
competitive results compared to the state-of-the-art meth-
ods in SPARK2024 Challenge. The main contributions of
our method can be summarized as follows:

1) A novel monocular 6-DoF pose estimation method is
proposed for spacecrafts utilizing self-iterative optimization
and motion consistency, which makes full use of the tempo-
ral information of sequential images.

2) The proposed 3D model and MKPNet iterative opti-
mization technique based on the genetic algorithm can con-
tinually refine the 3D model and improve the performance
of MKPNet in predicting 2D keypoints.

3) The proposed pose smoothing and MKPNet self-
training technique can smooth the pose pseudo-labels on
test set and perform the self-training process to further im-
prove pose estimation accuracy.

2. Related Work
2.1. Monocular 6-DoF Spacecraft Pose Estimation

The existing methods for monocular 6-DoF pose estima-
tion of spacecraft can be divided into two categories: di-
rect end-to-end approaches and hybrid modular approaches

[34]. Direct end-to-end approaches leverage deep learning
techniques to directly estimate the spacecraft pose from in-
put data, which can include images, point clouds, or other
types of data. In [36], a CNN architecture is proposed to
regress the 7D pose vector representing the position and ori-
entation quaternion. In [20], a CNN network is used to clas-
sify spacecraft images into discretized pose label classes.
On the other hand, hybrid modular approaches focus on pre-
dicting key points, which are typically defined based on the
spacecraft’s CAD model or 3D point cloud, as discussed in
[24], [14] and [19]. If CAD model and 3D point clouds
are unavailable, techniques such as multi-view triangula-
tion [17], [8], or Structure from Motion [13], can be used
to reconstruct a 3D model of the spacecraft that includes
3D keypoints. In some works [30], [35], keypoints are de-
tected from the images, and the spacecraft’s poses are then
estimated by matching these feature points across different
images. Additionally, in [22], the keypoint prediction prob-
lem is formulated as a keypoint bounding boxes detection
problem. They predict the enclosing bounding boxes over
the keypoints along with confidence scores.

2.2. Multi-frame spacecraft pose estimation

Most current spacecraft pose estimation methods primarily
rely on individual image frames to estimate the spacecraft’s
pose, which limits their ability to fully exploit the tempo-
ral information present in consecutive images. In contrast,
multi-frame spacecraft pose estimation approaches take ad-
vantage of the relative motion relationships and temporal
information from a sequence of consecutive images to de-
termine the spacecraft’s pose, resulting in higher accuracy
in pose estimation [34]. In [37], a dataset SPARK2 is in-
troduced to provide pose estimation data as trajectories,
which enables the development and evaluation of multi-
frame spacecraft pose estimation methods. In [26], a multi-
frame pose estimation method is proposed, which aims to
achieve smooth and accurate three-dimensional trajectory
estimation by enforcing temporal consistency of the esti-
mated 3D positions. To further improve the performance
of pose estimation, the temporal convolutional network is
introduced in [28], which effectively handles temporal or-
dering and long-term dependencies in the image sequences.
In [39], the ChiNet method is proposed by incorporating
Long Short-Term Memory (LSTM) units [15] for modeling
sequences of data in spacecraft pose estimation. In sum-
mary, multi-frame spacecraft pose estimation approaches
make better use of the temporal information, resulting in
improved accuracy of pose estimation.

2.3. Self-training

Self-training, also known as self-taught learning, is an ap-
proach in semi-supervised learning [11]. It leverages un-
labeled data to enhance the performance of a model. The
main idea behind self-training is to iteratively train a model

6848



;|13

P32,

Initial 3D keypoints

Testing phase

P32,

Multi-task training

Pose Smoothing and

Smooth curve

Predicted poses EPnP
Pose points P

Smoothing Optimization

AN

MKPNet Self-training Psininininintainieinininininie
- e
'
1 _—
v -
' . =8
1
'
'

Predicted 2D keypoints {P; }12;

Multi-task training

E Projection

: ([Rj ItJ]}?Ll Predict
i 3D Model and MKPNet 2D keypoi
i e oo ~ Iterative Optimization
/

Predicted 2D keypoints

Figure 1. The proposed overall structure of Pose Estimation of Spacecrafts Utilizing Self-iterative Optimization and Motion Consistency.

using a combination of labeled and unlabeled data [1]. In
self-training, the model is initially trained with labeled data.
It then predicts labels for unlabeled data, treating them as
pseudo-labels to expand the labeled dataset. The effective-
ness of self-training methods relies on the quality of the
generated pseudo-labels. Some approaches have aimed to
mitigate the impact of label noise by designing robust loss
functions [48] or employing self-label correction techniques
[47]. In [35], the label noise is reduced by enforcing con-
sistent pose estimates across the network head. In [32], a
CNN is trained to generate pseudo-labels for heatmaps and
semantic masks, and the number of inliers from RANSAC
is used to eliminate pseudo-labels with low confidence. In
[44], segmentation masks are generated from the estimated
3D-mesh model of the spacecraft, and geometric constraints
are introduced in the pseudo-label generation process.

3. Method

In this section, we focus on the spacecraft trajectory esti-
mation problem of the SPARK 2024 Challenge. We pro-
pose a monocular 6-DoF pose estimation method for space-
crafts by utilizing self-iterative optimization and motion
consistency. The overview of the proposed method is pre-
sented in Figure 1. Initially, we manually annotate eleven
2D key points in several sequential images and utilize the
groundtruth poses of these images and the EPnP algorithm
[49] to generate an initial 3D model of spacecraft. Due to
annotation errors, we use the entire training dataset to au-
tomatically correct the 3D model. During the training pro-
cess, based on the 3D model and the groundtruth pose in-
formation, we can obtain the 2D keypoint label information
of the entire training set by employing the EPnP algorithm
[49]. This allows us to further generate heatmap and bound-
ing box labels of training set. Then, these labels are used

to train the Multi-task Key-point Prediction Network model
(MKPNet). Once the MKPNet model is trained, we use it to
predict the 2D keypoints and pose information for the entire
training set, based on the initial estimation of the 3D model.
By comparing the predicted poses with the ground truth
poses, we employ genetic algorithm [41] to refine the 3D
model. This iterative process is repeated to refine both the
3D model and the MKPNet model, forming a self-iterative
optimization process on the training set.

During testing, we utilize the MKPNet network to pre-
dict poses for entire test set. To improve the accuracy and
enhance the consistency of these predictions, we leverage
the motion smoothness technique and temporal information
of sequential images to globally smooth the pose data. With
the smoothed poses and the optimized 3D model, we gener-
ate 2D keypoint pseudo-labels for the test set. Then, MKP-
Net undergoes the multi-task self-training on test set, which
further refines the pose predictions. This self-training pro-
cess guides the network model’s subsequent rounds of self-
improvement, allowing it to continuously self-iterative op-
timize the accuracy of pose estimations.

3.1. 3D Model Initialization and MKPNet Learning

In order to better estimate the pose of spacecraft, inspired
by the keypoint-based 3D model reconstruction technique
[8, 30], we select several spacecraft images, from multi-
ple trajectory sequences, which capture the spacecraft from
various perspectives. We manually annotate eleven 2D key-
points, denoted as {p;}1%,, on the spacecraft in these im-
ages. Then, we establish correspondences between the 2D
keypoints and 3D keypoints using the known pose informa-
tion matrix [R|t] € R*** and the camera intrinsic parame-
ter K. By solving the following optimization problem [12],
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we obtain the initial 3D model keypoints:

m
= arg mmz ZHS;pz —

Pissi i1 j=1

where 7 € {1,...,11} represents the i-th keypoint, P; €
R3 and pi; € R? are the corresponding 3D and 2D coordi-
nates with j € {1,2,...,m} being the j-th manually anno-
tated 2D image, [R;|t;] is the corresponding pose matrix,
and s; € R represents a scaling factor associated with the
projection onto the image plane in each input image. Note
that during the process of manual annotation, errors can oc-
cur due to the fact that different points in the 3D space of
the object may correspond to the same 2D keypoint in the
image plane during camera imaging. These errors can lead
to inaccuracies in the initial estimation of the 3D model.

To mitigate the bias caused by annotation errors in the
initial 3D model estimation, we iteratively optimize the
3D model and the 2D keypoints prediction network in
Section 3.2. We leverage the multi-task learning strategy
[6] to construct a Multi-task Keypoint Prediction Network
model (MKPNet) for enhancing the detection accuracy of
spacecraft 2D keypoints. Specifically, these multiple tasks
of MKPNet include predicting pre-defined spacecraft key-
points, spacecraft detection and pose estimation. Our deep
network architecture consists of a multi-scale sharing fea-
ture encoder and multiple prediction heads that perform dif-
ferent tasks. To obtain the label information of 2D key-
points on each training image for supervised learning, we
project the 3D model keypoint P; onto 2D images to get
the corresponding 2D keypoint p;, utilizing the ground truth
pose information [R|t] and camera parameter K. The label
information satisfies the following relationship:

K(R;P; +t5)[l2. (1)

spi=K(RP;+1t),i=1{1,2,...,11}. 2)
For the keypoint detection task, we firstly generate the
corresponding heatmap h; € RU*128x192 according to
the keypoint p;. We extract features from the input im-
age x by a feature extraction network F' [43]. We utilize
a heatmap prediction head H as in [29] to generate the
heatmap h; = H(F(z)) € h; € R'*128X192 for predict-
ing the keypoint p;. During training, the loss between the
predicted heatmaps and the ground truth heatmaps is based
on the mean squared error as:

11 )
= " [hi = hill2. (3)
i=1

For the detection task, we determine the bounding box b of
the spacecraft for each image as follows:

[(minp:[0]), min(pi[1])), (max(p:[0]), max(pi[1)]. )

where p;[0] and p;[1] denote the x-coordinates and y-
coordinates, respectively. Then, we use a detection head B

as in [29], [5] to predict the bounding box b = B(F(z)).
During training, we measure the error between the pre-
dicted and ground truth bounding boxes by the IOU [50]
loss Lp(b, b) = IoU (b, b). For the pose estimation task, we
initially apply a threshold ¢; to filter the predicted heatmap
h; of the 2D keypoint p;. We select keypoints with high
confidence by forming a index set I = {i|max(h;) > e }.
To ensure that the EPnP [21] algorithm can accurately esti-
mate the spacecraft’s pose, we iteratively adjust the thresh-
old (i.e., e = €; — 0.01) until at least 6 keypoints are re-
tained (len(I) > 6). The spacecraft poses is estimated by
the EPnP algorithm as follows:

R, i =arg manHspl
i€l

K(RP +1)[2. (5

The loss between the predicted poses and the ground truth
poses is defined as:

[t — ]|
£l

where ¢ = Q(R) with the function Q(-) converting a ro-
tation matrix to a quaternion, ¢ and ¢ are the ground truth
quaternion and translation vector and (-) denotes the dot
product.

The overall loss function for the training process of the
MKPNet model is given by:

Lpose = 2arccos (|<Q7 C}>|) + (6)

L= LH + LB + LPose- (7)
3.2. 3D Model and MKPNet Iterative Optimization

In this section, we propose an iterative optimization strat-
egy of the 3D model and MKPNet, aiming to refine the 3D
model and improve the accuracy of the pose estimated by
MKPNet. The initial 3D model is reconstructed only based
on a limited number of images in training set, which result
in significant errors in 3D points estimation. To make full
use of the data from the entire training set and reduce the re-
construction error, we incorporate 3D genetic optimization
[41]. In this optimization process, we keep the 2D keypoints
{pi}}L, obtained from MKPNet fixed and treat the spatial
coordinates of the 3D points {P;}11, as optimization vari-
ables. The objective is to minimize the pose error L.
across the entire training set X = {(z;, yj)}7 1> Where y;
represents the ground truth labels of the quaternion ¢; and
translation ¢ ;.

Specifically, we randomly sample M images from the
training set. For each image z;, we use MKPNet to pre-
dict the 2D keypoints {p;; L,. Then, combining these 2D
keypoints with Equation (l) we can obtain the initial esti-
mated 3D keypoints {P?}11,, where P? € R3. Then, we
use Equation (5) to get the pose Rj and fj of the image un-
der 3D keypoints variables. To optimize the 3D keypoints
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Algorithm 1: 3D Model and MKPNet Iterative Op-
timization on Training Set

Input: Training images Xy,qin, pose labels Yi,qin
and camera parameter K

Output: MKPNet model M(.; #) and the optimized
3D Keypoints {P; }11;
1 Initialize: Manually annotate a few images to
initialize 3D keypoints { P?}11, by Equation (1);

2 for k = 0to K7 do
3 Compute the 2D keypoints label p¥ based on 3D
keypoint PF and the projection Equation (2);
4 | Obtain the heatmaps {h¥}!!, and bounding box
b* according to {pF}1L;
5 | Train MKPNet M(.; 6) based the labels
{AE 320 b5y
6 | Predict the 2D keypoints {{p;, };1,}2, by
MKPNet M(.; 6%) for randomly selected
images {(z;, ;) }}L; :
7 Optimize 3D keypoints {P;}11; based on these
predicted 2D keypoints {{p;, };2,}}Z, and
pose label {y;}}Z, by genetic algorithm to
solve the problem (8);
38 Letk=k+1;

variables {P;}11,, we use the pose loss function as the ob-
jective function Lsp as follows:

M

min 2{2 arccos (|<qj, Q(RJ)H) + IIt5 = tll2

. (8
(PYL, = TR
We use a genetic algorithm [41] to solve the above opti-
mization problem to obtain the refined 3D model {P;}1L;.
Next, using the refined 3D model, we can obtain more accu-
rate 2D keypoints {p;}}1, of the training images based on
the Equation (2). These 2D keypoints can then be utilized to
retrain the MKPNet model. As a result, the 3D model and
the MKPNet model can undergo alternative iterative opti-
mization, continuously enhancing both the predictive capa-
bility of MKPNet for predicted 2D keypoints {p; }}1, and
the accuracy of the 3D model {P;}%,. The above proce-
dure is presented in Algorithm 1.

3.3. Pose Smoothing and MKPNet Self-training
3.3.1 Pose Smoothing Optimization

During the test phase, we utilize the trained MKPNet
M(.;0) to infer the positions of 2D keypoints {p;, }; 1, for
each test image x; in test dataset X;.,;. These predicted 2D
keypoints are then combined with the optimized 3D model
keypoints { P;} 11, to estimate the initial pose [R;|f;] of test
data using the EPnP algorithm [21].

Figure 2. The pose distributions of sequential images in training
dataset. Left: Translation variables. Right: Rotation variables.

To further enhance the stability and accuracy of pose es-
timation, we perform pose smoothing according to the mo-
tion consistency of sequential images. Based on the obser-
vation that poses of consecutive frames exhibit continuity in
pose space, we present the continuous smoothness of pose
distributions in Figure 2. In the “translation” space, we vi-
sualize the distribution of points formed by the displace-
ment variables ¢, t,, and ¢. It can be seen that this distri-
bution is represented as a smooth curve in space, which in-
dicates that the translations between consecutive frames are
consistent. For rotations, we use the transformation func-
tion O to convert the quaternion ¢ of rotations into Euler
angles [9] O(q) and visualize the distribution of points in
the “rotation” space formed by the variables Roll, Pitch,
and Y aw which abbreviated as ¢, g, gy. Similarly, we ob-
serve a continuous smoothness in this rotation distribution
for each sequential dataset. Hence, taking into account the
temporal information present in the sequential data, we ex-
tract pose information {¢,,t,,t,,¢r,qp, ¢y} from a given
sequence of images Xyoqr = {xj}jvzzl in the test set. To
analyze and smooth the data, we perform fitting on each
translation component of fj using the ordinal variable j.
The fitted data pairs correspond to (4, ., ), (4, y,), (j, £+, ).
Additionally, due to the strong correlation between the ro-
tational components (j”., qu, and (jyj, we fit the rotational
data pairs as (G, , gp,) and (¢r,, G, ). Figure 2 demonstrates
that the distribution of each pose component appears to be
periodic. Consequently, we select the following smoothing
fitting function:

10
u= f(v) =ao+ Z[ancos(m}w) + bpsin(now)]. (9)
n=1

where {a,}1% ), {b,}10 ,, w are the parameters to be esti-

mated through the fitting process. With the given definition,
we can unify the smoothing optimization process for trans-
lation and rotation into a fitting process for the five data
pairs, outlined as follows:

(1) Smooth function Fitting: For each set of fitted data
pair {(v;, uj)};-vﬁl, we employ the least squares method [3]
to fit the function f and obtain the smooth function curve f ;

(2) Outlier Removal and Smooth function Correc-
tion: For each fitted data pair (v;, u;), we check if the dis-
tance ||u; — f (v5)]]2 between the point and the fitted curve
exceeds the threshold ¢, the point (vj, u;) is identified as an
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Figure 3. The distribution (left) of rotation and the fitted curve
(right) of (gr, gp) -

outlier, as shown by the red points in Figure 3. We remove
all identified outliers and repeat the previous steps until a
smooth fitted curve is obtained without any outliers;

(3) Application of Smooth Functions: We apply the ob-
tained smooth fitted curve to all data points (v;, u;), replac-
ing u; with f (v;). This process results in a set of smoothed
data pairs.

We visualized pose variables distribution of RT00I1
in test datasets and the corresponding fitted curve for
(Gr;>Gp,) as shown in Figure 3. By following the afore-
mentioned procedure, we obtain five smooth functions
for each sequence of images: fa., fy, [, fp, fr- These
functions are obtained by fitting the sets of five data pairs:
{(]a faLJ )}jvzl’{(jv fyj )}év:zl’{(jv ij )};\[:21’{(@7';' ’ épj )};’\[:21’
{(qrj,q%)} ;21- Thus, we can perform smoothing E)pti-
mization on the initial spacecraft’s pose O(g;) and t; to
obtain the smoothed pose estimations O(g; ), t;

O(g;), t; = Smooth(0(4;), £;) =
{t%:m) =fHht =10) g

Ar; = qr;s9p; = ((j ) QTJ = ( Tj)

Note that the component g, will be further corrected
during the subsequent self-training process. Through this
smoothing optimization approach of pose fitting function,
we effectively identify and eliminate outliers, leading to im-
proved accuracy and robustness of the fitting procedure.

3.3.2 MKPNet Self-training

On the test set, after obtaining the smoothed poses g; and
t; by leveraging temporal information, we project the op-
timized 3D keypoints {P;}}1,in Algorithm 1 onto each
test image using equation (2), resulting in generated 2D
keypoints pseudo-labels {p;, };1, for each test image z;.
Then, we utilize the 2D keypoint pseudo-labels along with
the optimized poses ¢; and ¢; of the image z; to generate
additional pseudo-labels, including heatmap pseudo-labels
{hs,}iL, and bounding box pseudo-labels b;. We utilize
these pseudo-labels {q;,?;,p;,, hi,;, b;} to retrain the MKP-
Net model on test set, which aims to make full use of the
temporal information of sequential images and enhance the
transferability of the model on test data.

In summary, we firstly predict the 2D keypoints of test
data using the MKPNet model learned on training set. Then,
the 2D keypoints along with the 3D points is utilized to

Algorithm 2: Pose Smoothing and MKPNet Self-
training on Test Set
Input: Test images X5, the pre-trained MKPNet
M(.;0) and the optimized 3D keypoints ;
Output: Estimated pose g}, fj ;
1 for k = 0to K5 do
2 | Predict 2D keypoints {§} };1, of the test set
using the pre-trained MKPNet M (.; 0%);
3 Obtain predicted poses [(jé?, fé“] using the
optimized 3D keypoints { P;}}1; and 2D
keypoints {p}, }}1, by Equation (5);

4 Smooth poses [qA;?, f?] according to Equation (10)
to obtain refined poses [qf, t.lﬂ;

s | Utilize refined poses [¢¥, t¥]to generate
multi-task pseudo-labels {pf NN

6 Retrain MKPNet M(.; Qk) using these

pseudo-labels {¢}, t%, pZ] , hf , b5} to update
9k 9k+1

compute the poses. Next, the motion consistency of sequen-
tial images is considered to smooth the pose data. Using the
refined poses, the multi-task pseudo-labels can be gener-
ated to retrain the MKPNet model. This self-training pro-
cess iterates multiple times, allowing the MKPNet model to
self-iterative optimize the accuracy of pose estimation. The
above procedure is presented in Algorithm 2.

4. Experiments
4.1. Data Set and Metrics

Our experiments utilize the Spacecraft Trajectory Estima-
tion dataset [38] in Stream 2 of SPARK 2024 Challenge.
This dataset utilizes data synthetically simulated with a
state-of-the-art rendering engine and collected from the
Zero-Gravity Laboratory (Zero-G Lab) facility [33] . The
synthetic dataset is created using the Unity3D game engine
as a simulation environment, capable of generating visually
realistic data of the target model. The virtual target was
programmed to follow predefined trajectories, while the in-
trinsic camera parameters remained fixed [27]. The training
set of this dataset comprises 100 trajectories, each consist-
ing of 300 RGB images with pose annotations. The test set
comprises 4 trajectories and includes 2123 images.

The metrics of SPARK 2024 Challenge are going to sum
the relative position error and the geodesic orientation er-
ror for each frame, then average these scores over all the
frames and trajectories. The metric is largely inspired by
the SPEED+ [31].

4.2. Experimental Setup

Our model is implemented using the PyTorch framework.
For training, we utilize the AdamW optimizer [25] on the
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Methods ¢ Translation_error  Orientation_error Pose_error Team Translation_error Orientation_error ~ Pose_error
EfficientPose-GN 6 0.0671 2.2838 2.3013 csu_nuaa_pang 0.0252 0.0187 0.0252
EfficientPose-BN 6 0.1039 1.7858 1.8119 lucca 0.0243 0.0448 0.0508
EfficientPose-GN 3 0.0981 2.0694 2.0942  juanqgilai (ours) 0.0335 0.0843 0.0934
EfficientPose-BN 3 0.0700 1.6947 1.7132 igodrr 0.0823 0.7214 0.7417

Ours-BN 3 0.0335 0.0843 0.0934 yanlj 0.0335 1.0362 1.0454
dwoiwode 0.0739 1.4460 1.4651
Table 1. Comparison with direct regression model. nalixvignola 0.1303 2.1407 2.1741

training dataset. The initial learning rate is set to le — 3,
which decays by a factor of 0.1 at the 15th and 25th epochs
to improve convergence. During the self-training iteration
on test set, the learning rate is set to 1le — 4 to fine-tune the
model. The hyperparameters €, € are set to 5e — 1, 1le — 1.
All experiments in this paper were conducted on a computer
server equipped with two Intel Xeon 6330N @2.2GHz, 256
GB of RAM and four NVIDIA GeForce RTX 4090 GPUs.

4.3. Experimental Results

The objective of Stream 2 in the SPARK 2024 Challenge
is to estimate spacecraft trajectory pose by utilizing knowl-
edge of the space environment. we employed EfficientPose
[5] as the backbone which is highly accurate, efficient and
scalable over a wide range of computational resources, in-
herited from the EfficientNet [43] which allows us to more
effectively scale network depth, width, and resolution pa-
rameters. Additionally, in order to enhance the feature
extraction and pose estimation capabilities of the network
model for 2D spacecraft imagery, we integrate the bidirec-
tional Feature Pyramid Network [23] and multi-task heads,
similar to [29].

Comparison with direct regression model with differ-
ent backbone settings. Initially, we employ the Efficient-
Pose network under different settings to directly regress the
spacecraft’s pose, and then we select an appropriate back-
bone setting. Compared Group Normalization (GN) layers
[46] with Batch Normalization (BN) layers [18], the GN
layers are designed to be batch-agnostic. In the SPARK
2024 Stream 2 Challenge, we compared the performance of
networks with BN and GN structures for spacecraft 6DoF
pose estimation, as shown in Table 1. It can be seen that
the pose estimation network with the BN structure exhibits
higher performance than that with GN. Additionally, in-
creasing the model’s parameter complexity, as indicated by
¢ = 6, results in overfitting on the training data, leading to
decreased performance in spacecraft pose estimation on the
test set. Based on these observations, our MKPNet model
uses network structures with Batch Normalization (BN) lay-
ers and ¢ = 3 for spacecraft pose estimation. Furthermore,
in Table 1, when comparing with these baseline regression
models, we observe a significant improvement in accuracy
of pose estimation achieved by our proposed method. This
improvement validates the effectiveness of the 3D model it-
erative optimization and pose smoothing optimization tech-

Table 2. The results on the test set of Spacecraft Trajectory Esti-
mation.

niques introduced in our method.

Comparison with SPARK 2024 Challenge Results.
Table 2 presents the comparison results in SPARK 2024
Challenge and our proposed method ranks third. For the
approaches with test errors above 1.0, we speculate they
utilize the direct regression for spacecraft pose estimation.
This inference is supported by the fact that their results are
comparable to the data direct regression accuracy shown
in Table 1. Comparing with these direct regression ap-
proaches, our results exhibit a substantial improvement in
accuracy on the test set, almost tenfold higher. That is be-
cause our method attempts to regress the 2D keypoints and
incorporates two components: the 3D model and MKPNet
iterative optimization and the pose smoothing and MKP-
Net self-training operation, on top of the network backbone.
This significant enhancement serves as evidence of the ef-
fectiveness of our proposed approach. Compared to the
top two methods, our approach exhibits comparable trans-
lational error but relative lower rotational error. Actually,
our method can be further improved by increasing the num-
ber of iterations for the 3D model optimization and pose
smoothing optimization. In the following ablation study, we
will present a more comprehensive analysis of our method.

4.4. Ablation Studies and Analysis

The proposed framework for monocular 6-DoF pose esti-
mation in spacecraft incorporates two main components:
3D Model and MKPNet Iterative Optimization (3MIO), and
Pose Smoothing and MKPNet Self-training (PSMS). To as-
sess the effectiveness of the two components, we conduct
an ablation study by incorporating 3MIO and PSMS indi-
vidually into the baseline model. Table 3 presents the quan-
titative results of the four ablation settings on the SPARK
2024 Stream 2 dataset [38]. It can be seen that both of the
two components can improve the accuracy of the pose esti-
mation.

4.4.1 Effectiveness of 3MIO

Table 4 presents the comparison of test errors of the base-
line model with 3MIO at different iteration numbers. It can
be observed that as the iteration numbers increasing of the
3MIO, the pose error progressively decreases. To visualize
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3MIO  PSMS Translation_error  Orientation_error Pose_error

X X 0.0700 1.6947 1.7132
v X 0.0567 0.2518 0.2671
X v 0.1254 0.7053 0.7378
v v 0.0335 0.0843 0.0934

Table 3. Ablation studies for 3MIO and PSMS.

(a) The standard 2D keypoints. (b) The first iteration.

(c) The second iteration. (d) The third iteration.

Figure 4. The 2D keypoints and bounding boxes corresponding to
the 3D keypoints at different iteration numbers of 3MIO.

Iterations  Translation_error Orientation_error  Pose_error
0 0.0700 1.6947 1.7132
1 0.0638 0.8483 0.8647
2 0.1126 0.5643 0.5926
3 0.0567 0.2518 0.2671

Table 4. Comparison of test errors at different iteration numbers
of 3MIO.

the effects at different iterations, we project the optimized
3D keypoints onto 2D images using pose labels to obtain the
corresponding 2D keypoints positions and spacecraft detec-
tion bounding boxes. Figure 4 shows the visual comparison
of 2D keypoints and bounding boxes corresponding to the
3D keypoints at different iteration numbers of 3MIO. It can
be seen that the 3D keypoints are corrected continually dur-
ing the 3MIO iterative process. Utilizing the corrected 3D
keypoints to generate more accurate 2D keypoints for model
training can effectively mitigate the significant bias in pose
predictions caused by inaccurate initial 3D model. Com-
pared with the results without correcting the 3D model, the
pose error of three 3MIO iterations decreases significantly,
which demonstrates the effectiveness of 3MIO.

4.4.2 Effectiveness of PSMS

Figure 5a shows the distribution of the initial predicted ro-
tation on test set , while Figure 5b presents the distribu-
tion of rotation after pose smoothing. We can see that there
are some noticeable outliers or perturbation points in the
rotation distribution in Figure 5a, while these points are
smoothed by using PSMS in Figure 5b. Table 5 presents
the numerical the test errors of of MKPNet at different it-

 \ <

a s qr ap 0 200 -

(b) After smoothing.

(a) Before smoothing.

Figure 5. The distribution of rotation variables before and after
smoothing.

Iterations  Translation_error Orientation_error  Pose_error
1 0.0345 0.3396 0.3488
2 0.0335 0.0918 0.1030
3 0.0335 0.0843 0.0934

Table 5. Comparison of test errors of MKPNet at different iteration
numbers of PSMS.

eration numbers of PSMS. It can be observed that in the
initial round of iterations, the incorporation of PSMS leads
to a significant improvement in accuracy for both transla-
tion and rotation. As the iterations progress, the accuracy
becomes relatively stable. The PSMS technology results
in a remarkable reduction of prediction error compared to
the initial predicted poses without PSMS, which provides a
strong evidence for the effectiveness of the PSMS compo-
nent. It is important to note that the effectiveness of PSMS
technology in improving pose prediction accuracy is limited
by the accuracy of 3D keypoints estimation. While PSMS
primarily focuses on optimizing predicted poses by smooth-
ing out noise, it cannot correct the bias introduced by errors
in the estimation of 3D keypoints. Therefore, we combine
3MIO with PSMS technology to perform 3D model and
pose correction, aiming to achieve a comprehensive opti-
mization of pose prediction accuracy.

5. Conclusion

In this paper, a novel monocular 6-DoF pose estimation
method has been proposed for spacecrafts utilizing self-
iterative optimization and motion consistency. It includes
two main components: 3D model and MKPNet iterative op-
timization, and pose smoothing and MKPNet self-training.
The iterative optimization process continually refines the
3D model and improve the performance of MKPNet in pre-
dicting 2D keypoints. The proposed pose smoothing and
self-training technique further enhances the generalization
capability and pose estimation accuracy of MKPNet model.
Experimental results validate the effectiveness of the pro-
posed method and our method performs well on the SPARK
2024 dataset.
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