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Abstract

Video quality assessment, especially for a massive scale
of user-generated content, is an essential yet challenging
computer vision and video analysis problem. Prior meth-
ods have been shown to be effective in mirroring subjec-
tive human opinion scores;, however, they fail to capture
the complicated, multi-dimensional aspects of factors that
impact the overall perceptual quality. In this paper, we
introduce COVER, a comprehensive video quality evalua-
tor, a novel framework designed to evaluate video qual-
ity holistically — from a technical, aesthetic, and semantic
perspective. Specifically, COVER leverages three parallel
branches: (1) a Swin Transformer backbone implemented
on spatially sampled crops to predict technical quality; (2)
a ConvNet employed on subsampled frames to derive aes-
thetic quality; (3) a CLIP image encoder executed on re-
sized frames to obtain semantic quality. We further propose
a simplified cross-gating block to interact with the three
branches before feeding into the predicting head. The final
quality score is attained using a weighted sum of each sub-
score, making a multi-faceted metric. Our experimental re-
sults demonstrate that COVER exceeds the state-of-the-art
models in multiple UGC video quality datasets. Moreover,
COVER offers a diagnosable quality report to explain the
quality score in multiple pillars, while it is capable of pro-
cessing 1080p videos at 3x faster speed than the real-time
requirement. To facilitate future research on efficient and
explainable video quality research, the code is available at
https://github.com/vztu/COVER.

1. Introduction

The widespread use of social media platforms like
YouTube, Facebook, Instagram, and TikTok has called for
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Figure 1. The flowchat of our proposed COmprehensive Video
quality EvaluatoR (COVER). COVER processes a video clip in
three parallel branches: 1) a semantic branch, 2) an aesthetic
branch, and 3) a technical branch. The final predicted quality is
the average of three quality scores generated by these branches.

a crucial research problem: developing effective and effi-
cient tools to monitor, analyze, and process the perceptual
quality of the vast amount of user-generated content (UGC)
videos being uploaded, shared, and consumed globally at
every moment. Unlike traditional video quality assessment
(VQA) research, UGC videos often already suffer from var-
ious unpredictable distortions in their originals, ranging in
multiple severities and types, significantly impacting users’
quality of experience (QoE). This new form of prevailing
content has facilitated recent advances in the so-called UGC
video quality assessment (UGC-VQA) problem [32] that
aims to build no-reference or blind video quality predictors
to mimic the human’s opinion scores on the perceptual qual-
ity of the presented videos.

Perceptual video quality assessment of UGC can be ap-
proached via subjective and objective VQA studies. Sub-
jective VQA studies [7, 25, 38, 50, 52] involve conduct-
ing a subjective experiment where human observers eval-
uate a diverse set of video sequences within a controlled
environment or via crowdsourcing, then providing subjec-
tive opinion scores indicative of perceived quality. De-
spite accurately representing the ‘actual’ human judgments,
subjective assessments are notoriously labor-intensive and
time-consuming. Objective VQA methods, on the other
hand, are studied to develop intelligent models that can au-
tomatically predict perceptual quality. In the context of
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UGC video quality analysis, only blind (no-reference or
NR) VQA methods [12, 33, 41, 51] can be applied since
access to the presumed pristine videos is unattainable.

However, holistic modeling of objective video quality as-
sessment metrics tailored for UGC videos presents a signif-
icant challenge, given that multiple levels of characteristics
intricately influence the perceptual quality of such videos.
Firstly, the low-level technical quality degradations in UGC
videos encompass authentic and commonly intermixed dis-
tortions that occurred in in-capture and/or post-capture pro-
cesses [32, 55], including but not limited to flickering,
judder, transmission distortions, and transcoding artifacts.
Secondly, the (mid-to-)high-level aesthetic aspect encom-
passes abstract concepts such as emotional valence and the
artistic quality within a scene [37, 44], which significantly
influence human perceptions of the UGC video quality.
Lastly, the high-level semantic aspect involves the under-
standing and recognizing semantic content and the consis-
tency and logical coherence of semantic integrity [3, 12].
Factors such as video frame layout, object positioning and
motion, and semantic distinguishability contribute to this
aspect of quality perception. These multi-faceted perspec-
tives collectively contribute to the perceptual quality assess-
ment of UGC videos, making it a challenging visual task
that involves multiple convoluted human perceptual factors.

Existing objective quality assessment models bespoke
for UGC videos have not comprehensively addressed the
aspects mentioned above. Traditional VQA models strive
to quantify the quality degradation mainly from the tech-
nical aspects through designing handcrafted features and
learning a mapping function from features to human opin-
ions [4, 9, 17, 54], whereas neglecting the effects of higher-
level quality factors results in their barely satisfactory per-
formance. Deep learning-based VQA models [10, 12, 33,
42, 51] harness the capabilities of high-level semantic per-
ception inherent in deep neural networks (DNN) that have
been trained on semantic recognition tasks in computer vi-
sion. These pre-trained DNN models often manifest as
the offline feature extraction or the initialization weights
for the backbone. Among them, a few related works take
both technical and semantic effects into consideration
and develop dual-branch frameworks for quality predic-
tion [10, 33, 56]. Moreover, quality perception [44] from
the aesthetic aspect can be performed by leveraging the
DNN models pre-trained on the aesthetic visual analysis
task [19]. Recent VQA models leveraging aesthetic qual-
ity prediction [37, 43, 45, 46] propose to incorporate the
merit of cross-modality learning, and apply the language-
prompted approach to perform various levels of quality per-
ception from low-level technical aspects to high-level aes-
thetic aspects. Among them, a few VQA models are devel-
oped to account for both aesthetic and technical perspec-
tives [37, 44].

Nevertheless, there has been a limited effort to com-
prehensively model the perceptual quality assessment of
UGC videos across the aforementioned three dimensions
in a holistic approach. To fill this gap, we explore the
possibility of a universal understanding of the video qual-
ity problem of UGC, and hereby propose an effective, effi-
cient, and explainable VQA model, which we dub COVER,
whose schematic overview is exemplified in Fig. 1. Unlike
previous approaches, which inspect only one or at most two
aspects of the perceptual quality, COVER presents a holis-
tic strategy to model the video quality in three aspects: from
technical, aesthetic, and semantic perspectives. We also in-
troduce a novel cross-gating block to fuse the features com-
ing from different branches to conduct feature interactions.
Finally, these predicted scores for different axes are simply
aggregated to arrive at the final quality prediction. Further-
more, we engineered efficient feature extraction designs that
exploit the spatial and temporal frame redundancies, allow-
ing COVER to run at a breakneck inference speed of 96 fps.
Our key contributions are highlighted below:

* We present COVER, a comprehensive video quality eval-
uator that employs a parallel learning design to generate
quality predictions from three different aspects: semantic,
aesthetic, and technical dimensions.

* COVER utilizes a novel simplified cross-gating block to
fuse features representing various aspects of the video
perception to learn the interactions between different per-
ceptual factors better.

» Extensive ablation studies have been conducted to
demonstrate the effectiveness of each component design.

» Experiments show that COVER performs superior on the
standard UGC-VQA databases, particularly excelling on
the AIS 2024 UGC Video Quality Assessment Challenge.

2. Related work
2.1. Subjective studies on UGC-VQA

The earliest UGC-relevant VQA dataset is perhaps the
Camera Video Database (CVD2014) [21] featuring authen-
tic distortions from 78 video capture devices, followed
by the LIVE-Qualcomm Mobile In-Capture Database [21].
These two databases primarily addressed in-camera dis-
tortions on limited video content. The KoNViD-1k video
quality database [7] is a large-scale database comprised of
1,200 public-domain videos sampled from the YFCC100M
dataset and annotated by 642 workers through online
crowdsourcing. Subsequently, LIVE-VQC [25] emerged as
another large-scale UGC video database with 585 videos
containing human opinions from 4,776 crowdsourcing par-
ticipants collected on Amazon Mechanical Turk. The au-
thors of [38] collect 1,380 20-second video clips of diverse
spatial resolutions (360p-4k) and frame rates (15-60 fps)
from millions of YouTube videos to develop the YouTube-
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Figure 2. The architecture of our proposed COmprehensive Video quality EvaluatoR (COVER). COVER processes a video clip in three
parallel branches: 1) a semantic branch that extracts high-level object-semantics-related information using a pre-trained CLIP image
Encoder; 2) an aesthetic branch that leverages a ConvNet run on subsampled image thumbnails to analyze their looking; 3) a technical
branch utilizing Swin Transformer to execute on fragments. We also devise a simplified cross-gating block (SCGB) to fuse multi-branch

features together, yielding the final quality score.

UGC dataset, with 8,000 human subjects included to rate
these videos in an online subjective study. The LSVQ
database [50] is by far the largest UGC dataset that contains
38,811 real-world distorted videos and 116,433 space-time
localized video patches, whereby 5.5M human perceptual
quality annotations are gathered to produce opinion scores.
The most recently developed in-the-wild video database
is DIVIDE-3k [44], consisting of 3,590 UGC videos and
450,000 human opinions collected from a multi-perspective
subjective study, including aesthetic and technical rating.

2.2. Blind VQA models for UGC

Feature-based models. Previous conventional feature-
based VQA models primarily account for technical quality
degradations. The earliest algorithms are designed to quan-
tify a single distortion type by measuring a small number of
image/frame level features, such as blockiness, blur, ring-
ing, banding, and compression [1, 5, 20, 31, 39, 40]. After-
ward, a number of general-purpose BVQA models [4, 11,
17, 18, 32, 33, 47, 53-56] deliver impressive performance
on UGC quality prediction, which may be attributed to the
measurements of distortion-induced deviations of bandpass
processed pictures/videos from perceptually relevant natu-
ral scene statistics (NSS) [23]. Diverse handcrafted quality-
aware features are computed in [9] to account for spatial at-
tributes, motion-induced statistics, and aesthetics features.
Deep learning-based models. The recent development
in deep neural networks has considerably impacted UGC-
VQA models. A plenty of deep learning-based VQA mod-
els [2, 12, 26, 33, 35, 36, 41, 42, 51] exploit off-the-shelf
neural networks [6, 16, 24, 27, 28] pretrained on clas-
sic computer vision tasks to extract semantic-aware and
technical-aware deep features. These pre-trained neural

networks serve as either frozen feature extraction modules
or initialization weights for the IQA/VQA model back-
bone. For example, VSFA [12] conducts subjectively-
inspired temporal pooling on frame quality scores ob-
tained from content-aware feature extraction followed by
long-term memory modeling, wherein a frozen, pre-trained
ResNet-50 [6] extracts feature maps from video frames.
Patch-VQ [51] extracts 2D spatial features using PaQ-2-
PiQ [49] and captures 3D spatio-temporal features using the
3D ResNet-18 [6]. FAST-VQA [41] and FasterVQA [42]
employ the Swin-Transformer [16] pretrained on Kinetics-
400 dataset [8] to initialize the backbone and introduced
spatial and temporal grid mini-patch sampling to improve
efficiency. DOVER [44] employs inflated-ConvNext [14]
pretrained on AVA [19] (a database for aesthetic visual anal-
ysis) and Swin-Transformer [16] with GRPB [41] to initial-
ize the backbones of aesthetic and technical branches, re-
spectively. Recently, the rapid development of large multi-
modality models [22, 29, 30, 57] has spurred a “paradigm
shift” in visual quality prediction from the human-label re-
gression manner to a language-prompted approach [37, 43,
45, 46]. For example, in CLIP-IQA [37], quality percep-
tion on both aesthetic and technical perspectives can be
performed when feeding the multi-modality models with
different quality-descriptive levels of prompts, such as ‘a
good/bad photo’ and ‘a sharp/fuzzy photo.’

3. Proposed Method

We present COVER, a COmprehensive Video quality
EvaluatoR, illustrated in Fig. 2. This network accepts
videos and applies specific temporal-then-spatial sampling
to obtain its input to the backbones. COVER employs three
branches of backbones: a CLIP-based semantic branch, a
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ConvNet-based aesthetic branch, and a Swin Transformer-
based technical branch, each consisting of a feature extrac-
tion module and a quality regression module. Notably, aes-
thetic and technical branches additionally incorporate a fea-
ture fusion module to integrate features from the semantic
branch via a channel cross-gating block. The input video is
processed through these branches to generate three scores,
reflecting the video’s quality across the respective dimen-
sions. The final score is the average of scores obtained from
branches.

3.1. Temporal and Spatial Sampling

The input videos undergo bespoke temporal-spatial sam-
pling before inputting into each branch’s feature extrac-
tion module. As shown in Fig. 2, to improve the inference
efficiency of the network, temporal sampling is designed
to be very sparse, as we have observed that spatial per-
ception is usually highly correlated and thus redundant in
nearby frames. Specifically, the semantic branch samples
one frame per thirty frames, while the aesthetic and tech-
nical branches sample two frames out of thirty. Since the
temporal sampling processes of the three branches are inde-
pendent, this approach ensures that, despite a reduced num-
ber of frames being processed, diverse information from the
temporal domain is still adequately captured. We empiri-
cally observe that such a sparse sampling scheme is enough
to secure a high performance with a small variance.

For spatial sampling, the semantic and aesthetic
branches resize the video frames to 512x512 and 224x224,
respectively, to align the input domain with the pre-trained
setting. The technical branch, however, employs a frag-
ment sampling operation introduced in [44], where a frame
from the video is spatially divided into 7x7 sub-blocks.
These sub-blocks are then randomly sampled and reassem-
bled into a “scrambled” frame with a resolution of 224x224.

3.2. Feature Extraction and Fusion

Feature extraction backbones. Several studies have
demonstrated the effectiveness of CLIP [22], a foundation
model, in both IQA [37] and VQA [43] tasks. CLIP can
accurately assess their subjective quality by extracting se-
mantic information from images and videos. However, the
above studies failed to address the challenging UGC-VQA
task. This motivates us to employ the Image Encoder of
CLIP as the backbone to extract semantics-aware features,
and we then fine-tune a linear layer to map these features
for quality prediction.

For the technical branch, the Swin Transformer [13] is
utilized as the backbone of the feature extraction module. A
CNN network, specifically the ConvNet [15], is used as the
backbone of the feature extraction module for the aesthetic
branch. These two branches are initialized with weights
pretrained on the LSVQ [51] from DOVER [44], and it will

be fine-tuned during subsequent training.

X Y

(b) Simple Cross-Gating Block (SCGB)

Figure 3. Architecture of the original cross-gating block and its
simplified version SCGB.

Feature fusion blocks. CLIP’s image encoder enjoys
robust capabilities in representing image semantics through
the vision-language contrastive pre-training. Thus, the
abundant information contained in CLIP’s output features
may inherently correlate with the features of the other
branches. Here, we propose a feature fusion block to
harness the representative features generated by the se-
mantic branch and leverage them to modulate the other
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branches that learn relatively lower-level quality aspects.
More specifically, we modify the cross-gating block [34] to
derive the novel channel-modulating block, which we dub
Simple Cross-Gating Block (SCGB), for feature fusion be-
tween the semantic-aesthetic and semantic-technical feature
pairs. Finally, The fused features from the aesthetic and
technical branches, along with the features from the seman-
tic branch, are then fed into their respective quality regres-
sion modules.

The detailed architecture of SCGB is depicted in
Fig. 3(b). The input of the block is two tensors X and
Y, where X is the feature from the technical or aesthetic
branch, while Y is from the CLIP-based semantic branch.
After input channel projections are applied, the projected
CLIP features are fed to a gating pathway to yield the
gating weights, which are then multiplied by the features
from the other branch. Finally, a residual connection is
adopted. Compared with the original cross-gating block
in [34], SCGB has several novelties. Firstly, only one
gating pathway is retained in SCGB, aiming to modulate
the technical or aesthetic features using the semantic fea-
tures. Secondly, considering that the spatial information is
squeezed in the semantic branch, the operations concern-
ing spatial interactions are eliminated in SCGB. In contrast,
only channel-wise interactions are retained. Besides, the
layer normalization is also removed because the embed-
dings have already been normalized in each branch. These
simplifications effectively integrate semantic, aesthetic, and
technical features by focusing on the representation dimen-
sions. Compared with other feature fusion methods, such as
cross-attention, the proposed SCGB enjoys reduced com-
putational complexity while still capable of enhancing the
network’s performance in assessing video quality.

3.3. Quality Regression

The features from each branch are individually fed into
a multi-layer perceptron (MLP) Header to predict quality
scores, i.e., Qg, @4, and Q7, as shown in Fig. 2, and the
final predicted quality, Qp = (Qs + Q4 + Q7)/3. To
enforce that each branch can independently capture the fea-
tures of its focused dimension and accurately predict video
quality, we adopted the limited view biased supervision
scheme [44], which minimizes the relative loss between
predictions in each branch with the overall opinion MOS,
as formulated below:

£all :‘C'r‘el (QSa MOS) + ‘Crel (QA> MOS)

1
+£rel(QT7MOS) ( )

Our MLP Header comprises two Fully Connected (FC)
layers, with the first FC layer followed by a GeLU activa-
tion layer. The second FC layer outputs a predicted score.
To mitigate overfitting, dropout layers with a dropout ratio
of 0.5 are inserted between the first FC layer and the input

features, as well as between the GeLU activation layer and
the second FC layer. This configuration not only enhances
the model’s ability to generalize by preventing it from re-
lying too heavily on any single feature but also maintains a
balance between its complexity and performance.

4. Experiments
4.1. Benchmarks

We evaluated our approach on three commonly used UGC
databases with detailed metadata information shown in Ta-
ble 1. The YouTube-UGC [38] is composed of UGC col-
lected from YouTube, representing a diverse array of videos
in terms of content, style, and quality. The KoNViD-1k [7]
consists of 1,200 videos with a fixed resolution of 960x540.
These videos are sourced from various open-source plat-
forms and are representative of common quality distortions
found in online video streaming. The LIVE-VQC [25] in-
cludes videos recorded using a variety of devices under dif-
ferent conditions. These datasets encompass a wide range
of video content, quality levels, and resolutions, providing
a comprehensive basis for testing and validating the effec-
tiveness of our proposed COVER metric.

4.2. Implementation Details

The implementation details of COVER are explained be-

low: 1) the backbone of the feature extraction module for

the semantic branch is the Image Encoder from CLIP [22]

of type ViT-L/14; ii) the feature extraction backbone of

the aesthetic branch is a ConvNet [15], structured into four
stages. The configuration of each stage, defined by the num-

ber of blocks and feature dimensions, is (3, 96), (192, 3),

(384, 9), and (768, 3); iii) the feature extraction backbone of

the technical branch is a Swin Transformer [13], which also

comprises four stages. Within each stage, the number of
heads is set to 3, 6, 12, and 24, respectively, with the num-
ber of projection output channels being 96; iv) the SCGB
module operates with input and output feature dimensions

both set to 768, and its dropout layer has a drop ratio of 0.1;

v) the input feature dimension for the MLP Header module

is 768. It includes two dropout layers, both with a drop ratio

of 0.5.

We train the COVER model in three consecutive stages:

1. Initial training of technical and aesthetic branches:
We first train the entire network for both the technical
and aesthetic branches. During this stage, the weights of
both backbones and MLP Headers for all branches are
fine-tuned.

2. Integrating semantic branch: Building on the best
weights obtained from stage 1, we integrate the se-
mantic branch into COVER. Then, MLP Headers of all
branches, along with the backbones of both technical and
aesthetic branches, are fine-tuned.
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Table 1. Metadata of evaluated UGC databases, KoNViD-1k [7], LIVE-VQC [25], and YouTube-UGC [38].

Metadata KoNViD-1k [7] LIVE-VQC [25] YouTube-UGC [38]
Publication year 2017 2018 2019

Source content YFCC100m (Flickr) Captured (mobile devices) YouTube

Number of contents 1,200 585 1,380
Resolution 540p 1080p-240p 4k-360p
Framerate 24,25,30 fr/sec 20,24,25,30 fr/sec 15,20,24,25,30,50,60 fr/sec
Video duration 8 seconds 10 seconds 20 seconds
Experiment Crowdsourcing (CrowdFlower) Crowdsourcing (AMT) Crowdsourcing (AMT)
Rating scale Absolute category rating 1-5 Continuous rating 0-100 Continuous rating 1-5
Number of subjects 642 4776 >8,000

Number of ratings 136,800 (114 votes/video)

205,000 (240 votes/video)

170,159 (123 votes/video)

Table 2. Performance comparison of the VQA methods on
YouTube-UGC [38] database, regarding SROCC, KROCC, PLCC,
and RMSE. The validation set is specified by the AIS 2024 VQA
challenge. The top performer is highlighted in boldface.

Method SROCC 1+ KROCC1 PLCC{ RMSE ]
BRISQUE[17] 04398  0.2934 04525  0.5608
GM-LOG [47] 03501 02336 03424  0.5904
VIDEVAL [32]  0.7946  0.5959  0.7691  0.4024
RAPIQUE [33]  0.7483  0.5556  0.7482  0.4177
FAVER [56] 07897 05832  0.7898  0.3861
NIQE [18] 02479  0.1689 03146 0.5976
HIGRADE[11] 07639  0.5524  0.7507  0.4156
FRIQUEE [4] 07182 05268 07091  0.4439
CORNIA [48] 0.5988 04113  0.5905  0.5064
TLVQM [9] 0.6690 04833  0.6412 0.4831
CLIP-IQA+[37] 05374 03734 05801 05128
FasterVQA [42]  0.5345 03716  0.5438  0.5284
FAST-VQA [41] 0.6493 04676  0.6792  0.4621
DOVER [44] 07359 05391 07653  0.4053
FasterVQA* 0.6937 04965  0.6909  0.4552
FAST-VQA* 08617  0.6716  0.8669 03139
DOVER* 08761  0.6865  0.8753 0.3144
COVER 09143 07413 09165 0.2519

3. Incorporation of SCGB: Based on the optimal weights
from stage 2, we add two SCGBs to the model. Subse-
quent fine-tuning of both SCGBs, along with all MLP
Headers, is conducted.

Our multi-stage training approach uses the same data
split across each step, allowing for incremental improve-
ments in training effectiveness. Throughout different train-
ing stages, we use the ADAM optimizer with an initial
learning rate of 1 x 10~2 and a cosine learning rate de-
cay strategy with a decay weight of 0.05 over a total of 20
epochs. We adopt batch sizes across different stages, set to
10, 8, and 24, respectively. We implemented COVER in the
Pytorch framework and trained it on an A6000 GPU card,
which requires approximately one day to complete the en-
tire training process.

4.3. Main Results

To validate the effectiveness of our proposed COVER
method, we conducted evaluations on three widely recog-
nized datasets in UGC-VQA research: YouTube-UGC [38],
KoNViD-1k [7], and LIVE-VQC [25]. For a comprehensive
assessment, we employed four key performance metrics:
Spearman’s Rank Order Correlation Coefficient (SROCC),
Kendall’s Rank Order Correlation Coefficient (KROCC),
Pearson’s Linear Correlation Coefficient (PLCC), and Root
Mean Square Error (RMSE). Table 2 presents the com-
parison results of COVER and existing methods on the
YouTube-UGC validation set specified by the AIS 2024
UGC video quality challenge. The notations FasterVQA¥*,
FAST-VQA*, and DOVER* denote the results of the corre-
sponding models after fine-tuning on the dataset. It may be
seen that COVER exceeds all the other models in terms of
all the metrics being evaluated: +4.3% and +4.7% improve-
ment in SROCC and PLCC over the previous SoTA model
DOVER, respectively.

Furthermore, we illustrate in Table 3 the compari-
son results on KoNViD-1k and LIVE-VQC. Evidently, on
YouTube-UGC, our model outperforms all others across
all metrics. On KoNViD-1k and LIVE-VQC, our COVER
model always ranks within the top three in terms of both
SROCC, PLCC, and RMSE metrics. These results fur-
ther demonstrate the efficacy of our approach in a variety
of UGC databases, particularly emphasizing its robustness
across different content types and quality variations.

4.4. Ablations

Training strategy. The training strategy of a model is one
of the key factors affecting its performance. As illustrated
in Fig. 2, we do not freeze the backbones of aesthetic and
technical branch of in COVER, as we found that fine-tuning
these two models yielded better results. Specifically, we
compared the impact of fine-tuning the backbones on the
performance of COVER and COVER- on YouTube-UGC.
Here, COVER- represents the initial version of COVER
without the semantic branch and SCGB. The comparison
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Table 3. Performance comparison of the VQA methods on two standard VQA databases, i.e., KoNViD-1k [7] and LIVE-VQC [25], in

terms of SROCC, KROCC, PLCC, and RMSE. The top three performers are highlighted in boldface.

KoNViD-1k [7]

LIVE-VQC [25]

Method SROCC T KROCCt PLCCT RMSE/| SROCC1T KROCCtT PLCCtT RMSE/|
BRISQUE [17] 0.6616 0.4784 0.6621 0.4799 0.5988 0.4248 0.6303  13.1100
GM-LOG [47] 0.6600 0.4778 0.6620 0.4801 0.5973 0.4243 0.6282 13.1318
VIDEVAL [32] 0.7857 0.5877 0.7813 0.3996 0.7138 0.5280 0.7260  11.6059
RAPIQUE [33]  0.7946 0.6004 0.8064 0.3809 0.7464 0.5601 0.7656  10.8694
FAVER [56] 0.7844 0.5893 0.7841 0.3967 0.7924 0.6041 0.7925 10.3067
NIQE [18] 0.5420 0.3794 0.5499 0.5351 0.5897 0.4185 0.6220  13.2455
HIGRADE[11]  0.7099 0.5222 0.7175 0.4458 0.6011 0.4287 0.6286  13.1543
FRIQUEE [4] 0.7457 0.5510 0.7483 0.4247 0.6653 0.4854 0.7049 11.9794
CORNIA [48] 0.7570 0.5570 0.7496 0.4265 0.6965 0.5094 0.7365 11.6949
TLVQM [9] 0.7688 0.5734 0.7657 04118 0.7965 0.6064 0.7991 10.1629
CLIP-IQA+([37] 0.7813 0.5888 0.7817 0.3996 0.7276 0.5330 0.7789  10.6380
FasterVQA [42]  0.8272 0.6352 0.8289 0.3584 0.7728 0.5800 0.7906  10.4444
FAST-VQA [41] 0.8543 0.6630 0.8508 0.3368 0.8211 0.6281 0.8359 9.3614
DOVER [44] 0.8752 0.6930 0.8816 0.3025 0.7989 0.6072 0.8348 9.3903
COVER 0.8933 0.7191 0.8947 0.2970 0.8093 0.6244 0.8478 9.3704

Table 4. Comparison of performance on YouTube-UGC [38]
database depending on whether finetuned the backbone of the
model. The validation is specified by the AIS 2024 VQA chal-
lenge. The top one performing method is highlighted in boldface.

Table 6. Comparison of performance on YouTube-UGC [38]
databasae accroding to the method of different temporal sampling.
The validation is specified by the AIS 2024 VQA challenge. The
top one performing method is highlighted in boldface.

YouTube-UGC [38] Validation
SROCC 1T KROCC1T PLCC?T RMSE |

Diff. Finetune

YouTube-UGC [38] Validation
Diff. Temp. Samp. “qp 5cC1 KROCC+ PLCC+ RMSE |

COVER- Frozen  0.8496 0.6543 0.8648  0.3162 Local Dense 0.8761 0.6865  0.8753 0.3144
COVER- Hot 0.8761 0.6865 0.8753  0.3144 Global Sparse 0.8960 0.7180  0.8928 0.2916
COVER Frozen 0.8910 0.7106 0.8996  0.2821

COVER Hot 0.9143 0.7413 09165 0.2519 bones are kept frozen. As indicated in Table 5, the fine-

Table 5. Ablation studies of fine-tuning experiments on two stan-
dard VQA databases, i.e., KoONViD-1k [7] and LIVE-VQC [25],
depending on which backbone of the model is used.

KoNViD-1k [7] LIVE-VQC [25]
SROCC 1 PLCCt SROCCT PLCC ¢

0.8933 0.8947 0.8093 0.8478
0.8925 0.8938 0.8220 0.8575

Diff. Backbone

COVER-org
COVER-ytb

results, as shown in Table 4, indicate that both COVER and
COVER- achieve better performance when the backbones
are fine-tuned.

Frozen vs. fine-tuning. To delve deeper into the im-
pact of backbone fine-tuning, we conducted comparative
experiments on KoNViD-1k and LIVE-VQC using two ver-
sions of COVER: one with the original, untrained back-
bone, denoted as COVER-org, and another with the back-
bone trained on YouTube-UGC, denoted as COVER-ytb.
Notably, for both COVER-org and COVER-ytb, the back-

tuned COVER-ytb shows slightly better performance on
KoNViD-1k compared to COVER-org, whereas its perfor-
mance on LIVE-VQC is worse than that of COVER-org.
This suggests that fine-tuning backbones of COVER for a
specific dataset can enhance its performance on that dataset
while potentially diminishing the representativeness of fea-
tures extracted by backbones for other datasets.

Temporal sampling. We conducted an additional ex-
periment to compare the impact of different temporal sam-
pling strategies on the model performance. For the technical
branch, the temporal sampling method used in DOVER [44]
involves randomly selecting a starting point in the video
and consecutively sampling [V frames, with an interval of
T between two consecutive frames. This sampling method
is referred to as Local Dense in Table 6. An alternative
sampling method, termed Global Sparse, divides the video
into M segments and randomly samples N/M frames from
each segment, with an interval of 7" between two consec-
utive frames within the same segment. As shown in Ta-
ble 6, for YouTube-UGC, the performance of global sparse
sampling surpasses local dense. For a fair comparison, we
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Table 7. Ablation studies of the component designs of COVER on the YouTube-UGC database [38].

Branch YouTube-UGC [38] Validation
No. SCGB
Technical Aesthetics Semantic SROCC 71 KROCC 1 PLCC 71 RMSE |
1 0.8659 0.6759 0.8650 0.3159
2 0.8234 0.6295 0.8439 0.3378
3 0.8005 0.6096 0.8311 0.3502
4 0.8960 0.7180 0.8928 0.2916
5 0.8824 0.6997 0.8890 0.2883
6 0.8347 0.6455 0.8582 0.3232
7 0.9006 0.7260 0.9052 0.2731
8 0.9143 0.7413 0.9165 0.2519

ensured that the total number of frames sampled by both
methods was the same, and the model used for comparison
was COVER-. This suggests that for YouTube-UGC, global
technical distortion information reflects the objective qual-
ity of videos more effectively.

Component ablations. We conducted experiments on
all the combinations of semantic, aesthetic, and technical
branches on YouTube-UGC to demonstrate the importance
of different dimensions of features and video quality. For
models incorporating multiple branches, their final scores
are calculated as the average of the scores from all included
branches. The numerical results depicted in Table 7 show
that when tested each branch independently (No. 1-3 in the
table), technical branch has the best performance among
the three dimensions. When testing various combinations
of three branches (No. 4-6 in the table), we see signifi-
cant performance improvements when aesthetic or seman-
tic branch is combined with technical branch, possibly due
to the consideration of both high-level and low-level fea-
tures in videos. No. 7 in the table indicates that considering
both aesthetic and semantic branches can further enhance
the model performance, suggesting that although they both
extract higher-level features, these two branches still focus
on different and likely complementary aspects. Addition-
ally, comparing No. 8 to No. 7, we show that adding the
SCGB feature fusion block can further push foward the per-
formance limit by around 1.5% SROCC.

4.5. Inference Time

VQA models are a highly practical tool that can be poten-
tially deployed on large-scale video streaming platforms to
monitor, analysis, and process millions of video streams ev-
ery day. Therefore, the actual inference cost per video is
highly significant to the system’s total performance, which
is directly tied to the annual revenue gain. To this point,
the inference time of a VQA model is perhaps one of the
most critical aspects that directly determine its larger im-
pact, particularly in industry applications. Fortunately, we
have imbued efficient modular design in every aspect of
the COVER model, leading to high efficiency. We bench-

marked the model inference time required by COVER on
a video clip of 30 frames of 1080p resolution using a TI-
TAN RTX graphic card. As shown in Table 8, COVER’s
semantic, aesthetic, and technical branch demands 191, 96,
and 23 milliseconds, respectively, together adding up to a
total inference time of 311 ms. In other words, this infer-
ence latency translates to a highly performant VQA metric
with explainable properties and can inference at a speed of
almost 3x faster than real-time processing speed.

Table 8. Inference time of COVER on a 30-frame chunk of a
1080p video on a TITAN RTX GPU card. The total 311 ms infer-
ence time translates to 96 fps, 3x faster than real-time processing.

Branch | Semantic  Aesthetic ~ Technical  All

Time (ms) | 191 96 23 311

5. Conclusion

In this paper, we present a novel blind video quality
assessment model called COVER that can comprehensively
predict multiple visual factors that conjointly impact the
overall perceptual video quality. Specifically, COVER
evaluates video quality from three distinct yet intercon-
nected dimensions: from semantic, aesthetic, and technical
perspectives. By incorporating the Image Encoder from
CLIP to extract semantic features of videos and employing
a cross-gating mechanism for feature fusion with the other
two branches, COVER has achieved outstanding perfor-
mance on three standard VQA databases, especially on the
YouTube-UGC validation set, as specified by the AIS 2024
UGC Video Quality Assessment Challenge. Moreover,
COVER has demonstrated superior efficiency thanks to our
specific design of sparse spatial and temporal sampling
strategies: It is capable of processing 1080p 30-frame
clip with only 311 ms while exceeding the state-of-the-art
to a large margin. COVER effectively extracts features
from multiple dimensions of how humans perceive videos,
and we expect that its efficacy can be extended to help
researchers evaluate and improve Al-generated videos as
well. We hope our work will facilitate future video-quality
research on efficient and explainable perceptual modeling.
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