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Figure 1. Deep vision performance on standard coded images/videos. We demonstrate that using standard image and video coding
can vastly deteriorate the accuracy of current deep vision models. We visualize the original (left) and coded (right) image/video and the
respective models’ prediction. For optical flow estimation, we overlay the first and second frame. Best viewed in color; zoom in for details.

Abstract

Resource-constrained hardware, such as edge devices or
cell phones, often rely on cloud servers to provide the re-
quired computational resources for inference in deep vision
models. However, transferring image and video data from
an edge or mobile device to a cloud server requires coding
to deal with network constraints. The use of standardized
codecs, such as JPEG or H.264, is prevalent and required
to ensure interoperability. This paper aims to examine the
implications of employing standardized codecs within deep
vision pipelines. We find that using JPEG and H.264 cod-
ing significantly deteriorates the accuracy across a broad
range of vision tasks and models. For instance, strong com-
pression rates reduce semantic segmentation accuracy by
more than 80% in mIoU. In contrast to previous findings,
our analysis extends beyond image and action classification
to localization and dense prediction tasks, thus providing a
more comprehensive perspective.

1. Introduction
Low-resource compute environments pose a particular chal-
lenge when analyzing images or videos. While efficient

deep vision models for limited resource settings have been
proposed, extensive image and video analysis is often facil-
itated using powerful cloud servers [5, 29]. In particular, for
dense prediction tasks or in the presence of high-resolution
imagery, edge or mobile devices transfer the respective data
to cloud servers for inference [12, 16, 19]. Data transfer is
typically facilitated using wireless network connections.

Transferring image and video data over a network re-
quires the use of coding to cope with network constraints,
such as bandwidth limitations and fluctuations, to prevent
data corruption [19]. To ensure low cost as well as inter-
operability, standardized codecs are the de facto standard in
real-world image and video processing pipelines [17, 23].
However, computationally efficient standard codecs, such
as JPEG [46] or H.264 [37, 47], utilize lossy compression,
leading to image/video distortions (cf . Fig. 1).

While standard codecs had been developed prior to
the deep learning era, targeting perceptual quality for hu-
mans [47], they were naı̈vely incorporated into deep vi-
sion pipelines [12]. In this paper, we analyze the effect
of standard image and video codecs on the predictive ac-
curacy of common downstream deep vision models. While
recent work demonstrated the effect of standard-coded im-
age and video data on the task of action recognition [32]
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Table 1. Overview of the 23 evaluated models. We provide both the source and unique identifier of each model used in our experiments.

Model Source Identifier

Semantic segmentation
DeepLabV3 (ResNet-18) [6] MMSegmentation [31] deeplabv3_r18-d8_4xb2-80k_cityscapes-769x769
DeepLabV3 (ResNet-50) [6] MMSegmentation [31] deeplabv3_r50-d8_4xb2-40k_cityscapes-769x769
DeepLabV3 (ResNet-101) [6] MMSegmentation [31] deeplabv3_r101-d8_4xb2-40k_cityscapes-769x769
UPerNet (ResNet-50) [49] MMSegmentation [31] upernet_r50_4xb2-40k_cityscapes-769x769
UPerNet (ResNet-101) [49] MMSegmentation [31] upernet_r101_4xb2-40k_cityscapes-769x769

Object detection
DETR (ResNet-50) [3] Official repository [3] detr_resnet50
DETR (ResNet-101) [3] Official repository [3] detr_resnet101
DETR (ResNet-101-DC5) [3] Official repository [3] detr_resnet101_dc5
Faster R-CNN (ResNet-18) [36] TorchVision [45] fasterrcnn_resnet50_fpn(weights=DEFAULT)
Faster R-CNN V2 (ResNet-18) [24] TorchVision [45] fasterrcnn_resnet50_fpn_v2(weights=DEFAULT)
Faster R-CNN (MobileNetV3 L) [15, 36] TorchVision [45] fasterrcnn_mobilenet_v3_large_fpn(weights=DEFAULT)

Image classification
ResNet-18 [13] timm [48] resnet50(pretrained=True)
ResNet-50 [13] timm [48] resnet101(pretrained=True)
ResNet-101 [13] timm [48] resnet152(pretrained=True)
ViT-T [11] timm [48] vit_tiny_patch16_224(pretrained=True)
ViT-S [11] timm [48] vit_small_patch16_224(pretrained=True)
ViT-B [11] timm [48] vit_base_patch16_224(pretrained=True)
Swin-T [26] timm [48] swin_tiny_patch4_window7_224(pretrained=True)
Swin-S [26] timm [48] swin_small_patch4_window7_224(pretrained=True)
Swin-B [26] timm [48] swin_base_patch4_window7_224(pretrained=True)

Optical flow estimation
RAFT large [42] TorchVision [45] raft_large(weights=Raft_Large_Weights.C_T_V2)
RAFT small [42] TorchVision [45] raft_small(weights=Raft_Small_Weights.C_T_V2)
SMURF (RAFT large) [42] Off. repo. [41] & TorchVision [45] raft_large(weights=Weights_From_Off_Repo)

and image classification [14, 40], we provide results on a
wide range of different computer vision tasks, namely im-
age classification, object detection, optical flow estimation,
and semantic segmentation for a variety of approaches (cf .
Fig. 1 & Tab. 1). We observe that all models tested signif-
icantly suffer from coding at inference time. In particular,
standard coding leads to a significant decrease in model per-
formance, especially for localization and dense prediction
tasks (cf . Fig. 1). When utilizing vast compression, required
for limited bandwidth availability, the accuracy of deep vi-
sion methods completely breaks down (cf . Fig. 1). For in-
stance, when applying strong JPEG compression, the (ab-
solute) ImageNet-1k [38] classification accuracy of a Swin-
B [26] Transformer drops from about 83% to below 20%.

We also discuss the limitations of recent approaches,
such as optimizing standard codecs w.r.t. deep vision mod-
els [12, 27, 28]. Based on the presented results and recent
work, we close with a discussion of the challenges and pos-
sible solutions to overcome the vast deterioration of the pre-
dictive performance of deep vision models when employing
standardized coding. With this, we hope to facilitate the de-
velopment of novel approaches towards optimized coding
for deep vision models within the scope of standardization.

2. Experiments

We aim to analyze the impact of standard image and video
coding on the predictive performance of current deep vision
models. Using the original model weights of the respec-

tive methods, we experiment with coded data during infer-
ence. Despite the availability of more advanced coding ap-
proaches, we use JPEG and H.264 coding as these are still
the most commonly used codecs in real-world image/video
processing pipelines [17, 23].

Standard codecs. Real-world image and video processing
pipelines predominantly utilize standard codecs for trans-
ferring or storing image and video data to ensure interop-
erability. JPEG [46] and H.264 [37, 47] are among the
most widely used standard codecs [17, 23]. The popu-
larity of both codecs in real-world applications is caused
by their computational efficiency, acceptable rate-distortion
trade-off, and widespread hardware and software support.
Both codecs utilize quantization in the frequency domain
to perform coding. By adjusting the quantization strength
rate, the file size or required bandwidth can be traded off
against the image distortion. While the rate-distortion trade-
off of standard codecs has been studied extensively through
the lens of Shannon’s rate-distortion theory and by percep-
tual quality [2, 39], we analyze the implications of standard
codecs on the predictive performance of current deep vision
models across a variety of downstream tasks.

Evaluation approach. We aim to measure the effect of
image and video coding on the accuracy of deep vision
models, isolated from the models’ respective baseline. To
this end, we utilize the prediction on the original image as
a reference, i.e., pseudo-ground truth and not the ground-
truth label. If not stated differently, we perform inference
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Figure 2. Relative semantic segmentation accuracy on JPEG-coded Cityscapes (val) dataset. The accuracy of all models vastly
decreases as the compression rate increases (lower JPEG quality). ResNet-18 backbone in blue (■■), ResNet-50 backbone in yellow (■■),
and ResNet-101 backbone in orange (■■). Best viewed in color.

using the original (non-coded) image or video and use the
models’ prediction as the pseudo label. In the case of classi-
fication tasks, e.g., semantic segmentation, we generate the
pseudo labels by taking the argmax of the models’ output.
We then measure the difference of the predictions, obtained
on coded images or videos, w.r.t. the pseudo labels, result-
ing in a relative score on the respective downstream metric.
This leads to a normalized and easy-to-compare measure-
ment which reflects the amount of downstream performance
in terms of accuracy lost due to coding. For all image classi-
fication methods, we also provide absolute scores w.r.t. the
ground truth labels on ImageNet-1k [38], demonstrating the
validity of our pseudo-label-based evaluation approach.

Depending on the vision task, we utilize task-specific
metrics. For image classification, we report both the top-
1 and top-5 accuracy (Acc). The mean average precision
(mAP) is used to evaluate object detection. We also report
mAP values using fixed intersection-over-union thresholds
of 50% and 75%. To analyze semantic segmentation pre-
dictions, we use the mean intersection-over-union (mIoU)
evaluation metric, computing the class-wise IoU before av-
eraging over all classes. Finally, to evaluate optical flow
estimation, we employ the average end-point error (EPE).
Experimental setup. All utilized models are trained us-
ing their respective standard training protocols. More pre-
cisely, we use publicly available pre-trained model weights
of the respective methods (cf . Tab. 1). For semantic seg-
mentation, we use the DeepLabV3 [6] and UPerNet [49]
models from MMSegmentation [31]. We vary the back-
bone between a ResNet-18 (only for DeepLabV3), 50, and
101 [13]. Semantic segmentation experiments are per-
formed on the Cityscapes [10] validation dataset. We fol-
low the training resolution of the utilized models and eval-
uate using a resolution of 769×769 pixels. The Detection
Transformer (DETR) [3] model (w/ ResNet-50, 101 & 101-
DC5 backbones) from the official repository is used for ob-
ject detection experiments. For the Faster R-CNN (V1 &
V2) [24, 36], we utilize the checkpoints from TorchVision
(w/ ResNet-50 and MobileNetV3 L [15] backbones). Ob-
ject detection experiments are carried out on the Common
Objects in Context (COCO) [25] dataset. We follow com-

mon evaluation and resize the images to a resolution of
480×640 before performing coding. For the task of im-
age classification, we employ different ResNet [13], Vision
Transformer [11] (ViT), and Swin Transformer [26] models
from timm [48], trained on the ImageNet-1k [38] dataset.
Following the timm evaluation protocol, we first resize the
smaller image dimension to 256 pixels and keep the aspect
ratio. Finally, we center-crop the images to a resolution of
2242 before performing coding. Optical flow estimation ex-
periments are carried out on the supervised RAFT (large
& small) [42] from TorchVision [45] and the unsupervised
SMURF [41] model (RAFT large architecture). We per-
form optical flow estimation on the Cityscapes validation
sequences [10] using a clip length of eight frames with a
temporal stride of 3. We center-crop each video frame to a
resolution of 512×512 before performing video coding. In
Tab. 1, we provide a full overview of the utilized models.

2.1. Predictive performance of deep vision models
on JPEG-coded images

We analyze the effect of JPEG coding on the predictive per-
formance of deep vision models using different compres-
sion rates. JPEG offers to control the rate using the JPEG
quality parameter. More specifically, the JPEG quality con-
trols the quantization strength of the discrete cosine trans-
form (DCT) coefficients and ranges from 1 to 99. A low
JPEG quality corresponds to vast compression, leading to
a small JPEG file size at the cost of image distortion. Vice
versa, a high JPEG quality leads to less compression.
Semantic segmentation. Fig. 2 demonstrates results of
three different DeepLabV3 models [6] for JPEG-coded ver-
sions of Cityscapes [10] validation images. For weak com-
pression rates (JPEG quality > 90), all models are able to
largely maintain semantic segmentation accuracy. How-
ever, as the compression rate increases (JPEG quality re-
duces), the semantic segmentation accuracy constantly de-
teriorates. In the case of maximum compression (JPEG
quality = 1), the semantic segmentation accuracy com-
pletely breaks down with an mIoU of below 10% relative to
the baseline output on non-coded images. While all mod-
els struggle to maintain accuracy, a large backbone network
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Figure 3. Qualitative semantic segmentation example on a JPEG-coded Cityscapes (val) images. As the compression rate increases
(lower JPEG quality), the DeepLabV3 (w/ ResNet-18 backbone) model is not able to maintain its accuracy. For a JPEG quality of 3,
the semantic segmentation accuracy completely breaks down. The mIoU relative to the uncoded baseline prediction is computed on a
per-image basis. We report the JPEG file size for the coded images. Best viewed in color; zoom in for details.
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Figure 4. Relative object detection accuracy on the JPEG-coded COCO (val) dataset. The accuracy of all DETR and Faster R-
CNN variants vastly deteriorates as the compression rate increases (lower JPEG quality). We report the mAP in blue (■■), the mAP50 in
yellow (■■), and the mAP75 in orange (■■). Best viewed in color.

(e.g., a ResNet-152) seems to offer slightly more robustness
to JPEG coding especially for lower compression strengths.

We also analyze semantic segmentation results qualita-
tively. Fig. 3 presents semantic segmentation predictions
from a DeepLabV3 (w/ ResNet-18 backbone) on a non-
coded image (right) and JPEG-coded images (left). While
a JPEG quality of 99 (least compression) leads to minimal
changes in the segmentation map, a JPEG quality of 60 al-
ready leads to some misclassification (e.g. “sidewalk” and
“pole” classified as “fence”). A JPEG quality of 20 sig-
nificantly deteriorates the semantic segmentation accuracy,

resulting in the misclassification of large image sections as
well as major classes such as “road”. Some objects are still
segmented accurately but most parts of the segmentation
prediction suffer severely from JPEG coding. In contrast,
the visual appearance of the coded image is rather similar
to the original. A JPEG quality of 3 completely deterio-
rates the predictive performance of the semantic segmenta-
tion where the vast majority of pixels are wrongly classified.

Object detection. We analyze the accuracy of three
DETR [3] as well as three Faster R-CNN [24, 36] models
on JPEG-coded COCO [25] validation images. The object
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Figure 5. Relative image classification accuracy on the JPEG-coded ImageNet-1k (val) dataset. The relative accuracy (i.e., w.r.t. the
pseudo labels) of all models vastly deteriorates as the compression rate increases (lower JPEG quality). We report the top-1 accuracy in
blue (■■) and the top-5 accuracy in yellow (■■). Best viewed in color.
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Figure 6. Absolute image classification accuracy on the JPEG-coded ImageNet-1k (val) dataset. The absolute accuracy (i.e., w.r.t. the
ground-truth labels) of all models vastly deteriorates as the compression rate increases (lower JPEG quality). We report the top-1 accuracy
in blue (■■) and the top-5 accuracy in yellow (■■). The general trend of the absolute scores aligns well with the relative scores reported in
Fig. 5. Best viewed in color.

detection performance of both models is presented in Fig. 4.
Similar to the task of semantic segmentation, we observe a
strong drop in object detection performance of both mod-
els when the compression rate is increased. Even for weak
compression rates (high JPEG quality values), the object

detection performance is negatively impacted by JPEG cod-
ing. For strong compression rates (JPEG quality < 5), the
performance drops below an mAP score of 5% relative to
the prediction on the uncoded images. Compared to seman-
tic segmentation, the performance of the models remains
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slightly more stable for medium compression rates, which
we attribute to the more spatially precise nature of the task.
While only leading to a minor increase in robustness, a large
backbone leads to a slight improvement on coded images.
Notably, Faster R-CNN seems to suffer less in terms of rel-
ative object detection accuracy from medium compression
strengths (JPEG quality within 30 to 80) than DETR when
using a ResNet-50 backbone (cf . Fig. 4 (left column)).

Image classification. In Fig. 5, we present relative image
classification results on JPEG-coded ImageNet-1k [38] im-
ages. We tested three ResNet models [13], three Swin mod-
els [26] as well as three ViT models [11]. The performance
of all models decreases slightly for compression rates up
to around 30. However, for medium JPEG qualities, the
deterioration is not as severe as for semantic segmentation
(cf . Fig. 2) and object detection (cf . Fig. 4). Comparing the
model behaviors with those of semantic segmentation or ob-
ject detection models, image classification performance re-
mains largely stable for a wide range of compression rates,
while the opposite occurs for the more granular tasks. The
high sensitivity of dense prediction and localization tasks
compared to image classification indicates that the global
information is largely preserved in coded images, whereas
coding leads to erroneous local representations.

We also report the absolute image classification perfor-
mance in Fig. 6. While a weak compression (JPEG quality
> 95) maintains most of the models’ accuracy, a vast com-
pression (JPEG quality < 20) leads to a severe drop in clas-
sification accuracy. A moderate JPEG quality of 80 leads
to a 3.1% drop in image classification accuracy when us-
ing a ResNet-50, relative to no coding (standard validation
accuracy 79.0%) [13, 48]. A very weak compression rate
(JPEG quality of 90) reduces the image classification accu-
racy still by 1.9%. Considering the more incremental recent
improvements in ImageNet classification accuracy [48], this
is a significant deterioration. More importantly, we show
that the models perform analogously in terms of absolute
numbers when compared to our evaluation approach using
the prediction of the non-coded images as pseudo labels.
Yet, our evaluation approach leads to normalized results that
are easier to compare and interpret between models.

2.2. Predictive performance of deep vision models
on H.264-coded videos

We analyze the impact of H.264 video coding [47] on
the predictive performance of deep vision models. To
control the compression rate, H.264 offers support for
different quantization parameters (QP). QP ranges from 0
to 51, where 0 corresponds to the least compression. In
contrast, a QP of 51 leads to strong compression, resulting
in significant video distortion at the benefit of a small rate.
As we utilize validation clips of Cityscapes [10] of eight
frames, the group of images for H.264 coding is also set to
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E
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RAFT
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SMURF (large)

Figure 7. Relative accuracy of optical flow on H.264-coded
Cityscapes (val) clips. Optical flow estimation of all three mod-
els vastly deteriorates as the compression rate increases (higher
H.264 QP). We report the average EPE of RAFT large in blue (■■),
of RAFT small in yellow (■■), and of SMURF (RAFT large unsu-
pervised) in orange (■■), relative to the respective baseline output.
Best viewed in color.

eight. All other H.264 parameters are set to their respective
default value [44]. In particular, we use the FFmpeg com-
mand ffmpeg -y -i frame %10d.png -preset
medium -g 8 -qp QP -flags +cgop+mv4
-mbtree 0 -aq-mode 0 -b strategy 0 -psy
0 video.mp4 and utilize different QP values.

Optical flow estimation. In Fig. 7, we quantitatively
evaluate the optical flow estimation performance of (su-
pervised) RAFT (large & small) [42] and (unsupervised)
SMURF [41]. Note that the task of optical flow estimation
relies on two consecutive frames, and thus also depends on
the temporal quality of the coded clips. Optical flow es-
timation. In general, optical flow estimation performance
for low QP values (below 15) remains fairly stable. As QP
increases (QP > 15) optical flow estimation deteriorates lin-
early. For QP = 51 (strongest compression), the EPE of all
models exceeds 25 w.r.t. the baseline output. While RAFT
small offers an overall weaker optical flow estimation per-
formance than RAFT large [42] (w.r.t. ground truth opti-
cal flow), the small RAFT variant tends to be more robust
against H.264 coding than RAFT large, relative to the base-
line output (pseudo label). Interestingly, while sharing the
same architecture (RAFT large), unsupervised SMURF of-
fers more robustness against H.264 than supervised RAFT
large for QP values between 15 to 40. We attribute this
slight improvement in robustness to the usage of strong data
augmentation within the SMURF training approach [41].

We also qualitatively analyze the optical flow estimation
performance of (supervised) RAFT large [42] on an H.264
coded video clip in Fig. 8. A QP of 0 as well as 20 only
leads to a negligible change in the predicted optical flow
map. Increasing QP to 35 leads to a notable deterioration of
the predicted optical flow, especially in low-texture regions,
such as the road. The apparent motion of object instances
(e.g., car and cyclist) is still accurately estimated. For a
strong compression rate (QP = 50), also the estimated opti-
cal flow of moving object instances vastly deteriorates.
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Figure 8. Qualitative optical flow estimation example on H.264-coded Cityscapes (val) clips. As the compression rate increases (higher
QP), the optical flow estimation of RAFT large deteriorates. For a QP of 35, the predicted optical flow significantly deteriorates before
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frame. Classical optical flow color encoding used as proposed by Baker et al. [1]. Best viewed in color; zoom in for details.
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Figure 9. Relative accuracy of semantic segmentation on
H.264-coded Cityscapes (val) clips. The accuracy of all
DeepLabV3 models vastly deteriorates as the compression rate in-
creases (higher QP). We report the mIoU for different backbones
(ResNet-18 in blue ■■, 50 in yellow ■■ & 101 in orange ■■), relative
to the baseline output. Best viewed in color.

Semantic segmentation. In Fig. 9, we report quan-
titative semantic segmentation results of three different
DeepLabV3 [6] models on H.264-coded video clips. H.264
coding leads to a similar deterioration of segmentation ac-
curacy as JPEG coding (cf . Fig. 2). For low H.264 quanti-
zation parameters of up to approximately 15, the segmenta-
tion performance in mIoU is only affected slightly, whereas
relative semantic segmentation accuracy decreases consid-
erably in the subsequent medium and high compression
range. For a QP above 40, the mIoU relative to the base-
line output drops even below 40%. For semantic segmen-
tation on JPEG-coded images, we observed an increase in
robustness against coding for larger backbones (cf . Fig. 2).
In the case of H.264 coded videos, all backbones (ResNet-

18, 50 & 101) suffer similarly from coding. In particular,
DeepLabV3 with a ResNet-101 backbone offers better ro-
bustness against H.264 coding than the DeepLabV3 variant
with a ResNet-18 backbone. The ResNet-50 DeepLabV3
variant suffers the most from H.264 coding.

3. Discussion

Relying on cloud servers for extensive processing of image
and video data can, in principle, overcome bottlenecks from
limited compute resources in mobile or edge devices. How-
ever, this approach requires the efficient and standardized
transmission of image and video data. As we showed, using
standardized codecs to facilitate efficient transmission can
lead to a significantly reduced downstream deep vision per-
formance. In our experiments, all methods suffered signifi-
cantly in performance across a variety of vision tasks. Next,
we will discuss different avenues to overcome the negative
impact of standardized coding on deep vision models.

3.1. Optimizing standard codecs

Recent approaches have aimed to optimize the codec’s pa-
rameters for deep vision models without breaking standard-
ization. Luo et al. [27] proposed optimized JPEG quantiza-
tion tables for image classification using end-to-end learn-
ing. This approach, however, requires the typically non-
differentiable image codec to be differentiable. While it is
feasible to find differentiable surrogates of simple codecs,
such as JPEG [35, 40], an increasing complexity of the im-
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age or video codec makes developing or learning a differ-
entiable codec surrogate more challenging [18, 43]. Du et
al. [12] proposed an approach to optimize the allocation of
the H.264 quantization parameters for vision models, which
does not require a differentiable codec. Learning is per-
formed on a saliency-based proxy task. However, learning
on a proxy task can introduce unique challenges. The ap-
proach is also tailored to the task of object detection. A
promising avenue for future research could be to build more
powerful codec surrogate models to circumvent proxy task
training. Alternatively, the use of reinforcement learning
could overcome the need for a differentiable codec surro-
gate [28]. Additionally, offering support for rate control and
multiple computer vision tasks in these approaches could
facilitate a potentially widespread application of methods
augmenting the parameters of standard codecs.

3.2. Deep codecs for deep vision models

Deep codecs aim to learn image and video coding using
deep neural networks [30, 50]. While reaching a better
rate-distortion trade-off than standard codecs and offering
support for custom objectives [4, 7, 8, 21] (e.g., maintain-
ing the accuracy of a downstream deep vision model), these
approaches entail three major limitations so far. First, no
standardization for deep codecs has emerged yet, severely
limiting their application in real-world applications. Sec-
ond, deep codecs only offer limited support for rate control.
Finally, deep codecs are significantly less computationally
efficient than standard codecs. This poses challenges, espe-
cially in low-resource environments. While offering great
support for custom downstream objectives, optimizing a
deep codec for multiple downstream vision tasks and mod-
els is non-trivial [7]. Recently, Chen et al. [7] proposed a
promising prompting-based approach to facilitate the sup-
port for multiple vision tasks and models. Overcoming
these existing limitations and offering support for multiple
vision tasks and models could potentially lead to the adop-
tion of deep codecs in real-world deep learning pipelines.

3.3. Data augmentation

Using coding as a data augmentation strategy could enable
models to be more robust to coding artifacts. As shown
by Otani et al. [32] and Reich et al. [34], coding-based
data augmentation can introduce some degree of robustness,
however, does not fully mitigate the deterioration in down-
stream accuracy as relevant information is still lost during
coding. Additionally, training each downstream deep vision
model from scratch using a custom augmentation pipeline
based on the employed codec might be not feasible.

3.4. Adapting deep vision models for coded data

An alternative approach to overcome the deterioration in ac-
curacy on coded images and videos is to augment the archi-

tecture of deep vision models. As demonstrated by Park et
al. [33] ViTs [11] can consume JPEG DCT features instead
of RGB images. This can introduce some degree of robust-
ness to JPEG coding. However, similar to data augmen-
tation, adapting all current deep architectures for custom
representations of standard image and video codecs (e.g.,
JPEG DCT features or H.264 byte code) is non-trivial, re-
quires considerable effort, and might be impractical.

3.5. Dataset design and data pre-processing

While beyond the scope of the paper and not considered in
our experiments, some datasets already entail some degree
of compression (e.g., ImageNet [38] and Kinetics-400 [20]).
For instance, Kinetics-400 contains videos scraped from the
internet compressed with various compression rates [20].
Additionally, pre-processing large video and image datasets
often utilizes standard coding [9, 22]. For example, MMAc-
tion2 [9] typically extracts individual video frames from
standard-coded videos using JPEG coding, resulting in
frames that are coded multiple times. As we demonstrate
standard coding can significantly impact downstream deep
vision performance, thus, the careful consideration of cod-
ing during the design stage of datasets as well as during
pre-processing is crucial.

4. Conclusion

In this paper, we analyzed the effect of standard image and
video coding on four common vision tasks: image classifi-
cation, object detection, semantic segmentation, as well as
optical flow estimation. We tested a wide variety of current
deep vision models (23 vision models in total) and observed
that the predictive accuracy severely deteriorated with stan-
dard coding. Even a complete breakdown of downstream
performance can arise for strong compression rates. Our
analysis shows that image and video coding is particularly
problematic for localization and dense prediction tasks. We
discussed both challenges as well as possible avenues to
mitigate the negative effects of (standardized) coding. We
hope that our findings contribute to facilitating the devel-
opment of improved standardized image and video codecs
for deep vision models and shed light on the implications of
deploying standardized codecs with deep vision models.
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